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About OPTI-NUM solutions

Technical Computing and Model-Based Design solutions using
MathWorks tools

Sales and support of MathWorks products for Southern Africa
Consulting and training services
Started by a group of Wits University researchers in 1992

Founding member is now VP of Development at MathWorks

19 staff, with over 50% technically focussed
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MathWorks Today

Revenue of S750M in 2012

More than 60% of revenue from
outside the U.S.

2800 employees worldwide

More than 1 million users

In 175+ countries
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Customer-Driven Business

Two major releases per year

Software improvements driven by
customers

All customers subscribed to Software
Maintenance Service get:

Access to every release

Technical support @2013[3@
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Key Industries

Aerospace and Defense
Automotive

Biotech and Pharmaceutical
Communications

Education

Electronics and Semiconductors

Energy Production

Financial Services

Industrial Automation and
Machinery
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MathWorks Product Overview

Fixed-Point Modeling Event-Based Modeling Physical Modeling

Simulation Graphics
and Reporting

SIMULINK"

Simulation and Model-Based Design

Code Generation

Verification,

Rapid Prototyping and
Validation, and Test

HIL Simulation

Parallel Computing

The Language of Technical Computing

Database Access and
Reporting

Math, Statistics, and
Optimization

Application
Deployment

OPTI-NUM

s ol utiaonsgs

Applications

Control Systems

Signal Processing
and Communications

Image Processing
and Computer Vision

Test and
Measurement

Computational
Finance

Computational
Biology
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Solving big technical problems

Challenges You could... Solutions
Long running
: Larger compute pool
Wait I::>
Computationally (E.G. More processors)
intensive
Reduce size Larger memory pool
Large data set —> g yp
of problem (E.G. More machines)
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Utilizing Additional Processing Power

Built-in multithreading (implicit)

Core MATLAB

Introduced in R2007a

Utility for specific matrix operations

Multiple threads in a single MATLAB computation engine
Automatically enabled since R2008a

www.mathworks.com/discovery/multicore-matlab.htmi!

Parallel computing tools (explicit)

Parallel Computing Toolbox
MATLAB Distributed Computing Server
Broad utility controlled by the MATLAB user

16
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Going Beyond Serial MATLAB Applications

Worker
‘ HEN
orker

Worker
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Parallel Computing Toolbox for the Desktop

Desktop Computer

m Speed up parallel applications

m Take advantage of GPUs

m Prototype code for your cluster

18
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Scale Up to Clusters and Clouds

Desktop Computer Computer Cluster
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Considerations

What is the data transfer time
Another machine in same room?
Another machine in another country?
Connection type?

What is your required speedup?

Are you sharing the cluster with other people?

What would be involved in parallelising your algorithm?

OPTI-NUM

21

© 2013 OPTI-NUM solutions (Pty) Ltd



Programming Parallel Applications

Level of control Required effort
Minimal None
Some Straightforward

Extensive Involved

22

© 2013 OPTI-NUM solutions (Pty) Ltd



—

B2
~ OPTI-NUM
\ s ol u £t i an s

Programming Parallel Applications

Level of

Control CPU Parallel

N AN

Built-in GPU support
Minimal Support built into toolboxes (support built into existing
functions, GPU arrays)

High-level programming

Some constructs (parfor, Execute custom functions
batch, distributed arrays, on the GPU array
composites)
Extensive Low-level programming Invoke CUDA kernels
constructs (jobs/tasks, spmd) directly from MATLAB

Distributed GPU Computing
23
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Programming Parallel Applications

Level of

Control CPU Parallel

N AN

Built-in GPU support
Minimal Support built into toolboxes (support built into existing
functions, GPU arrays)

High-level programming

Some constructs (parfor, Execute custom functions
batch, distributed arrays, on the GPU array
composites)
. Low-level programming Invoke CUDA kernels
Extensive : .
constructs (jobs/tasks, spmd) directly from MATLAB

Distributed GPU Computing
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Example — Neural Networks

Aim: Use a Neural Network to
classify two types of particles
generated in high energy collider
experiments, based different
attributes:

m Binary classification problem

m 78 different attributes
(momentum, direction, mass,
curvature, etc.)

[/ _
Simulated particle collision in the Large Hadron
Collider (LHC)

m 50000 examples in the dataset

Acknowledgement of dataset: http://osmot.cs.cornell.edu/kddcup/fags.html

28
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Supervised Learning Workflow

Import Data

Explore Data

¥

Prepare Data

Speed up Computations

Select Model

v

Known data

o Model

Known responses

Train the Model Simulate Model

Model
~————> Predicted

__—7 Responses

New Data

b
T OPTI-NUM
( a8 ol u tiaoangs

|--| Measure Accuracy
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Example — Neural Networks

Utilising Built-In Support

Goals:

m Distribute the training dataset
across workers

m Distribute the simulation
dataset across workers

m Parallelise training and
simulation with the least
possible effort

% Train and simulate the neural network with data split by sample across

% all the workers

net2 = train{netl,x,t, "useParallel','yes');

y = net2(x, 'useParallel’, 'yes');

Input layer

Hidden lgyer

[

(8

30
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Example — Neural Networks

UtIIISIng BUIlt_In Support % Train and simulate the neural network with data split by sample across

% all the workers
net2 = train{netl,x,t, "useParallel','yes');
y = net2(x, 'useParallel’, 'yes');

Summary:
Input layer
m Set “useParallel” to “yes” to i
make use of built-in idcon idher

parallelisation W

m Dataset distributed evenly

across workers .i

m No knowledge of parallel
computing required

31
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Tools Providing Parallel Computing Support

Optimization Toolbox, Global Optimization Toolbox
Statistics Toolbox
Signal Processing Toolbox

- Worker

Worker n
EEm
Worker ‘

‘. Worker /

Worker

Neural Network Toolbox

Image Processing Toolbox » (Clledty

Directly leverage functions in Parallel Computing Toolbox

www.mathworks.com/products/parallel-computing/builtin-pa rallel-support.htm|

32
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Programming Parallel Applications

Level of

Control CPU Parallel

N AN

Built-in GPU support
Minimal Support built into toolboxes (support built into existing
functions, GPU arrays)

High-level programming

Some constructs (parfor, Execute custom functions
batch, distributed arrays, on the GPU array
composites)
. Low-level programming Invoke CUDA kernels
Extensive : .
constructs (jobs/tasks, spmd) directly from MATLAB

Distributed GPU Computing
34

© 2013 OPTI-NUM solutions (Pty) Ltd



Composites

m Data type for which variables
are created in the client session
but data is created directly on
the workers

m Represent cell arrays in their
display and usage

m Use to prepopulate values on
workers before training starts

OPTI-NUM
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Example — Neural Networks

Manually divide data across the workers

Motivation:

m Problem size is too big for the host
computer

m Some workers are on computers that
are faster or have more memory than
others

Goal:

m Use Composites to specify which
subsets of the data should go on
which workers

HC
tc

—_—

= Composite;
= Composite;

Input layer

%

Hidden Igyer

[

(4

y
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Example — Neural Networks

Manually divide data across the workers

Summary:

m Composites can be used to specify
which subsets of the dataset should
reside on which workers

m  Manually defining the elements of
Composite values sequentially allows
much bigger problems to be defined

m You can perform load balancing by
distributing the data with differing
numbers of samples per worker

HC
tc

Composite:;
Composite:;

Input layer

%

Odtput layer

e
T OPTI-NUM
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Offload Computations with batch

_

Result

OPTI-NUM

* »* 7 Worker
————
~N Worker
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Example — Neural Networks

Offload data to workers using BATCH

Goal:

m [nteractively and programmatically
offload computations to one or more
workers

m Load results back from workers when
computations are complete

>r

—

Input layer

%

Hidden lgyer

S Oftput layer

o °

[
o

Job Maonitar

Select Profile: ilocal (default)

D Username
7 Micole
8 Nicole
9 Micole
10 Nicole

r 3 /cpTl-NUM
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Example — Neural Networks

Offload data to workers using BATCH

Summary:

Interactively offload computations to
another worker to free up the client
session of MATLAB for other work

Run offloaded computation in parallel
by making use of additional workers

Job manager allows you to see what
jobs are running

Input layer

%

Hidden lgyer

[l

(&

Job Maonitar

Oftput layer

3

[
o

Select Profile: ilocal (default)

=0 00 =)

Username

Micole
Nicole
Micole
Nicole

|
L 3 OPTI-NUM
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Performance Gain with More Hardware

44—
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m Originally for graphics acceleration, now also used
for scientific calculations

m Massively parallel array of integer and
floating point processors

e Typically hundreds of processors per card
® GPU cores complement CPU cores

m Dedicated high-speed memory

Parallel Computing Toolbox requires NVIDIA GPUs with Compute Capability 1.3 or higher, including NVIDIA Tesla 20-series products. See a
complete listing at www.nvidia.com/object/cuda_gpus.html

43
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GPU Performance — not all cards are equal

m Tesla-based cards will provide best performance
m Realistically, expect 4x to 15x speedup (Tesla) vs CPU
m See GPUBench on MATLAB Central for examples

www.mathworks.com/matlabcentral/fileexchange/34080-gpubench

Laptop Desktop GPU High Performance
GPU GeForce / Computing GPU
GeForce Quadro Tesla / Quadro

44
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Criteria for Good Problems to Run on a GPU

u Massively paraIIeI: (AEEEEEEEEEEEEEEE)

AEEEEEEEEEEEEEERN
e Calculations can be broken into hundreds T p——

. . mmmmi CPUCO®S pupmn
or thousands of independent units of work EEEEEEEEEEEEEEEE
AENEEEEEEEEEEEEEN
AEEEEEEEEEEEEEEN

Device Memory

. J

® Problem size takes advantage of many GPU cores

m Computationally intensive:
e Computation time significantly exceeds CPU/GPU data transfer time

m Algorithm consists of supported functions:

® Growing list of Toolboxes with built-in support
& www.mathworks.com/products/parallel-computing/builtin-parallel-support.html

e Subset of core MATLAB for gpuArray, arrayfun, bsxfun

¢ www.mathworks.com/help/distcomp/using-gpuarray.html#bsloua3-1

& www.mathworks.com/help/distcomp/execute-matlab-code-elementwise-on-a-
gpu.html#tbsnx7h8-1

45
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Programming Parallel Applications

Level of

Control CPU Parallel

N 2\

Built-in GPU support
Minimal Support built into toolboxes (support built into existing
functions, GPU arrays)

High-level programming

Some constructs (parfor, Execute custom functions
batch, distributed arrays, on the GPU array
composites)
Extensive Low-level programming Invoke CUDA kernels
constructs (jobs/tasks, spmd) directly from MATLAB

Distributed GPU Computing
46
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Programming Parallel Applications

Level of

Control CPU Parallel

N 2\

Built-in GPU support
Minimal Support built into toolboxes (support built into existing
functions, GPU arrays)

High-level programming

Some constructs (parfor, Execute custom functions
batch, distributed arrays, on the GPU array
composites)
. Low-level programming Invoke CUDA kernels
Extensive : .
constructs (jobs/tasks, spmd) directly from MATLAB

Distributed GPU Computing
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Example — Neural Networks

GPU Computing using support built
Into existing functions

Goals:

m Utilise dedicate high-speed
memory and highly parallel
nature of GPU to train and
simulate neural network

m Perform GPU programming with
little to no knowledge of GPUs

net?2 = train(netl,x,t, '"useGPU"',"'yes"'); |

Input layer

%

Hidden lgyer

[,

(8

Ontput layer

' 3

[l
L

; ml
. OPTI-NUM
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Example — Neural Networks

GPU Computing using support built
Into existing functions

net?2 = train(netl,x,t, '"useGPU"',"'yes"'); |

S U m m a ry. Input layer

m Set “useGPU” flag to “yes” to isdon
utilise GPU support built into

B Ontput layer

existing functions

m No knowledge of GPUs required .: Z:

[l
L

50
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>> z = gather (x);
MATLAB

o

©

GPU Arrays

>> A = someArray (1000, 1000);
>> G = gpuArray (a);
>> F = £ft (G) ;
>> x = G\b;

% Push to GPU memory

Bring back into

OPTI-NUM
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Performance: A\b with Double Precision

100 T T I I T T T T

== CPU: Quad Core @ 2.40GHz
=&=GPU: Tesla C2050

90+

80

70

60+

S0F

40

Gigaflops

30

20

/ |

10+

0 500 1000 1500 2000 2500 3000 3500 4000 4500

Matrix Size
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Programming Parallel Applications

Level of

Control CPU Parallel

N AN

Built-in GPU support
Minimal Support built into toolboxes (support built into existing
functions, GPU arrays)

High-level programming

Some constructs (parfor, Execute custom functions
batch, distributed arrays, on the GPU array
composites)
Extensive Low-level programming Invoke CUDA kernels
constructs (jobs/tasks, spmd) directly from MATLAB

Distributed GPU Computing
56
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Programming Parallel Applications (GPU)

Advanced programming constructs:
arrayfun, bsxfun, spmd

o
=
o
Q
(=g
(0]
0
0
o
=
-+
=)
=

Interface for experts:
CUDAKernel, MEX support

()
(72
>
Y
o
()
(7]
©
(TN ]

www.mathworks.com/help/releases/R2013a/distcomp/executing-cuda-or-ptx-code-on-the-gpu.html

www.mathworks.com/help/releases/R2013a/distcomp/create-and-run-mex-files-containing-cuda-
code.html
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Programming Parallel Applications

Level of

Control CPU Parallel

N AN

Built-in GPU support
Minimal Support built into toolboxes (support built into existing
functions, GPU arrays)

High-level programming

Some constructs (parfor, Execute custom functions
batch, distributed arrays, on the GPU array
composites)
. Low-level programming Invoke CUDA kernels
Extensive : .
constructs (jobs/tasks, spmd) directly from MATLAB

Distributed GPU Computing
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Example — Neural Networks

Distributed GPU Computing

Goals:

m Combine multicore computing and
GPU computing to run calculations
across multiple GPUs and/or CPUs

net2 = train(netl,x,t, 'useParallel’, 'yes'

Input layer

%

Hidden lgyer

[,

(8

, 'useGPU', "yes'

OPTI-NUM

; 'showResources', "yes')
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Example — Neural Networks

Distributed GPU Computing

Summary:

m Multicore computing and GPU
computing can be combined to run
calculations across multiple GPUs
and/or CPUs

m GPUs and CPUs can be on a single PC
or on clusters of PCs

m Use built-in support or divide data
manually using Composites and SPMD

—_—

y
E 3 OPTI-NUM
t a8 ol u tiaoangs

Input layer

%\\‘ ] er

o —Q

net2 = train(netl, x,t, 'useParallel’, 'yes'

, 'useGPU', 'yes', 'showResources', 'yes')
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Agenda

Introduction

Introduction to Parallel Computing
Built in Parallel Support

Composite Arrays and Batch Processing
Using GPUs

Built in GPU Support

GPU Arrays

Distributed GPU Computing

Scaling Up to a Cluster

Concluding Remarks

OPTI-NUM
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Use MATLAB Distributed Computing Server

Desktop Computer 1. Prototype code

MATLAB
Desktop (Client)
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Use MATLAB Distributed Computing Server

Computer Cluster 1. PrOtOtype COde

2. (Get access to an
enabled cluster

Cluster
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Use MATLAB Distributed Computing Server

Desktop Computer Computer Cluster 1. P rototype COde

2. (Get access to an
enabled cluster

3. Switch cluster
profile to run on
MATLAB
Desktop (Client) cluster resources

Cluster
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Migrate from Desktop to Cluster

Scale to computer cluster

4\ MATLAB R2013a

SHORTCUTS

| Analyze Code

'ﬂf’ﬁ@rmrm% E

Newuewomnwenm Save
Script  w v Data

[z, New ariable o (G} Preferences (% Community
L open variabie ~ (i Run and Time iﬁ E (5] et Path @ 57 Request Support
: e v cowcomanss < vy o (e s < s -
m Desktop interface o ——— s i i P ,

Choaose the default cluster profile to use with

matlabpool, batch, or parcluster
Jx>>

Discover Clusters...
. e e a u S Search for MATLAE Distributed Computing Server

clusters on your network

Manage Cluster Profiles...

Discover clusters

Monitor Jobs
View and work with jobs on your machine oron a

o
e Manage profiles
o

Monitor jobs # cuserrone e I
'ill.] g & f%mm B2 Rename 2 f

Add Discover Import Edt [ Delete  (+) SetasDefault Export Help
Clusters. -

CREATE MANAGE

] C O m m a n d I i n e A P I L Cluster Profile R2013a_256W_MJS Type: MJSComputeCloud
local (default) Properties | Validation Results

R2013a_16W_ServerRo...

Description of Remote cluster with 16-core 60GE n...
R2013a_256W_Torque this cluster

Description

4
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Take Advantage of Cluster Hardware

m Offload computation:
® Free up desktop
® Access better computers

m Scale speed-up:

MATLAB !
Desktop (Client)
® Use more cores

e Go from hours to minutes

m Scale memory:
e Utilize distributed arrays
e Solve larger problems without re-coding algorithms

OPTI-NUM

sssssssss

Computer Cluster
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Introduction to Parallel Computing
Built in Parallel Support

Composite Arrays and Batch Processing
Using GPUs

Built in GPU Support

GPU Arrays

Distributed GPU Computing

Scaling Up to a Cluster
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MathWorks Product Overview

Fixed-Point Modeling

Event-Based Modeling

Physical Modeling

Rapid Prototyping and
HIL Simulation

Verification,
Validation, and Test

Simulation Graphics
and Reporting

Applications

Control Systems

SIMULINK"

Simulation and Model-Based Design

Parallel Computing

MATLAB’

Code Generation

Signal Processing
and Communications

Image Processing
and Computer Vision

The Language of Technical Computing

Test and
Measurement

Computational
Finance

Math, Statistics, and
Optimization

Application
Deployment

Database Access and
Reporting

Computational
Biology
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Learn More

Online Resources

www.mathworks.com ‘ MﬂthWﬂrkS'

WWW.optinum.co.za

Other services offered by OPTI-NUM solutions
Technical Support
Training
Consulting
Private Seminars
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http://www.mathworks.com/
http://www.optinum.co.za/

OPTI-NUM

s ol ut i a

Online Resources - MathWorks

® Create MathWorks account

® View and report bugs ® Manage your account
® Documentation ® Obtain product updates

® Downloads

G.' United States b | Contact Us | Store | § | EJ
Mathwork_s‘ Accelerating the pace of engjheering and science

Create Account | Log In

Products & Services Solutions Academia Support User Community Events Company

® \Webinars

® File exchange ® Newsletters

® Newsgroup
® Blogs

www.mathworks.com
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Online Resources — OPTI-NUM solutions

*Training schedule
*Upcoming seminars and events

OPTI-NUM

s ol utions

Home Company Industries Products Services Support

*Upcoming webinars
°Latest news stories

*Submit sales or technical support queries
*Contact the consulting team

www.optinum.co. za
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Technical Support

Part of Software Maintenance Service
Assistance from Applications Engineers with Bachelors degree or higher
Over 300 queries resolved in 2012

Queries can be submitted:
By emailing support@optinum.co.za
On the OPTI-NUM solutions website
On the MathWorks website
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Training

Public training
At our offices in Hyde Park Corner

On-site Training

Groups of four or more

For more information email sales@optinum.co.za
Introductory Courses:

MATLAB Fundamentals (General, Aerospace and Defence, Finance, Life Sciences)
Simulink for System and Algorithm Modelling

Intermediate Courses:

Image Processing with MATLAB

MIA'I'I AD! Daaﬁr] hnhmlﬂahnn Tachnlques
Statistical Methods in MATLAB

MATLAB for Data Processing and Visualization
MATLAB for Building Graphical User Interfaces

Advanced Courses:

Advanced MATLAB Programming Techniques

Model Management and Verification in Simulink
Stateflow for Logic Driven System Modelling
Integrating Code with Simulink

MATLAB and Simulink for Contrel Design Acceleration
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OPTI-NUM

Consulting Services

Provided by a team of experienced engineers

Projects range from ramp-up to full system implementation
For more information, email consulting@optinum.co.za

o 4 MathiWorks

R oto MUTUAL

E |
P JDR'V'B SSSSSSSSSS @ ANGLO
P&U PLATINUM

L

DENEL LAND SYSTEMS
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Questions?

p11 (Aid) suonnjos NNN-1LdO €102 ®
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What Next?

m View some webinars:
e Parallel Computing with MATLAB on Multicore Desktops and GPU’s
e GPU Computing with MATLAB
m Do some reading:
e MATLAB
e Parallel Computing Toolbox
e MATLAB Distributed Computing Server
m Related Blogs:
® Loren on the Art of MATLAB — Parallel Computing Entries

m Keep up do date with training, free seminars and other events being
hosted by OPTI-NUM solutions here
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http://www.mathworks.com/company/events/webinars/wbnr56334.html
http://www.mathworks.com/company/events/webinars/wbnr59816.html
http://www.mathworks.com/products/matlab/
http://www.mathworks.com/products/parallel-computing/index.html
http://www.mathworks.com/products/distriben/
http://blogs.mathworks.com/loren/category/parallel/
http://blogs.mathworks.com/loren/category/parallel/
http://blogs.mathworks.com/loren/category/parallel/
http://blogs.mathworks.com/loren/category/parallel/
http://www.optinum.co.za/company/events.php
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Seminar Evaluation

m Thank you for attending the workshop

m Please take a few moments to fill out the evaluation form

e Would you like us to send you more information on the material covered
today?

e Would you like a trial of the products used?

‘ OPTI-NUM solutions: Data Analysis with MATLAB for Excel Users
Location: Protea Rotel Wanderers Date: 16 May 2012
join u
Plea: jeta th
T of | Couldyou uss these
prior | capabilities in your
work?
MCyes T No
FCyes T No
Do you currently use MATLAB? Fves o Do you currently use Simulink> | Fves © MNo
Over Cyes Mo
v Fyes
Would yor o follow-u bout product, pricing or license question: Fyes
‘Would yo to follow-up bout public or on- MYes I
Would you be interested in evalust products for an upco; rrent Fye
project? If yes, please explai
comments/suggesti
| ) = s
Company: epartment:
tie: Phone Number:
stal Addres: E-Mail
n: Post Code:
ar r [= T

82

© 2013 OPTI-NUM solutions (Pty) Ltd



Lund University Develops an Artificial

Neural Network for Matching Heart
Transplant Donors with Recipients

-

& / OPTI-NUM
(» s ol utiaonges

—— Predicted survival test data ANN]
| validation data |ANN|

Challenge
Improve long-term survival rates for heart transplant

recipients by identifying optimal recipient and donor
matches

Solution

Overall survival (%)
]

150
Duration of

ischemia (min) 60 20 (years)
* 574,580,900 recipient-donor match
** Best/worst match using simulated annech Ao s

2 4 6 8
Time after transplantation (yEars] |

Plots showing actual and predicted survival, best and worst donor-
recipient match, best and worst simulated match (left); and survival rate
by duration of ischemia and donor age (right). I

Use MathWorks tools to develop a predictive artificial
neural network model and simulate thousands of risk-
profile combinations on a 56-processor computing
cluster

Results

= Prospective five-year survival rate raised by up
to 10%

= Network training time reduced by more than two-
thirds

= Simulation time cut from weeks to days

“I spend a lot of time in the clinic, and
don’t have the time or the technical
expertise to learn, configure, and
maintain software. MATLAB makes it
easy for physicians like me to get work
done and produce meaningful results.”

Dr. Johan Nilsson

Skéne University Hospital
Lund University
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