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The ATLAS Tile calorimeter 

l  The hadronic Tile calorimeter is a 
hollow cylinder that covers the range 
|η| < 1.7 
l  Mechanically divided into three barrels 

and staggered in ϕ is the central 
structure of ATLAS and weighs 2900 
tons 

l  Based on a sampling technique 
where plastic scintillating tiles are 
embedded in a steel absorber plates 
n  Each tile is read-out on both sides by 

wavelength shifting (WLS) fibers 
l  Groups of tiles are bundled together  

into cells, each of them is read-out by 
two photo-multiplier tubes (PMTs). 

n  Front-end electronics and pipeline 
memories are located in the outer most 
region of the modules. 
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⌘ = �log (tan(✓/2))Note in ATLAS:  
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Tile modules 

l  Each barrel is divided into 64 
modules providing a ϕ granularity 
of 0.1 rad 

l  Tiles are trapezoidal shaped 
scintillators which are placed in 
the gaps of the module, 
perpendicular to the beam 
direction 
n  Eleven rows of tiles are used for 

each module 
n  Two calibration source tubes cross 

each row 
l  Each tile is read-out on both 

sides by wavelength shifting 
fibers WLS that are coupled to 
the tiles along the external faces 
of the module 
n  Read-out electronics are located in 

the outermost region of the module 

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes
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Cell layout 

l  Groups of tiles are bundled together into cells 
and read out by photo-multipliers tubes (PMTs) 

l  Cells are laid out in order to have a projective 
geometry around the interaction point in steps of 
Δη = 0.1  

l  Tile is made out of 5182 cells of three types  
A (1.5λ), BC (4.1λ) and D (1.8λ) 
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ATLAS Tile calorimeter cell layout 

Layers Size [mm] 

10-11 187 

7-9 147 

4-6 127 

1-3 97 

2013 JINST 8 P01005 
Radial size of tile rows 

2013 JINST 8 P01005

Figure 9. A fiber bundle ready for being potted into a Lucite container.

• Cutting and polishing the edges of the potted fiber assemblies.

• Checking the optical quality of the fiber edges with a TV camera moving in the steel girder
that constitutes the structural backbone of each module.

Identical or very similar tooling and procedures were used at all instrumentation sites. Any
improvement in module instrumentation proposed at one of the sites was tested and usually adopted
by all other sites within several days. As an example, early in the instrumentation phase a method
was found to insert additional fibers into a bundle when a few of the already potted ones were
found to be defective. The method consisted of adding one or a few 1 mm diameter Teflon tubes
to the WLS fiber bundles when potting them into their Lucite tubes. The Teflon tube was then
extracted and the hole thus produced was used later to introduce a new WLS fiber. Thus, while uni-
formity in the instrumentation procedure was preserved across different sites, the instrumentation
and certification techniques converged to their final state rather rapidly, within a few months from
the beginning of the instrumentation campaign.

The step of gathering fibers into bundles and potting them in Lucite tubes for readout by a
single PMT is shown in the photograph of figure 9. After positioning the Lucite tubes in the module
girders, the inside surfaces were precision cut and polished to ensure optimal transmission of light
to the corresponding PMT. The cutting and polishing step was accomplished with a custom-built
saw which rides on the surface of the girder rings and is aligned to them in order to achieve a tight
clearance between the drawer readout elements and the machined surface of the fiber inserts. The
saw, as well as the inside of the girder during cutting are shown in figure 10 [14].

Checking the optical quality of the fiber edges concluded the basic instrumentation phase and
was followed by the procedures to prepare for and execute the quality checks. These differed
depending on whether the optical quality was checked by means of a 137Cs radioactive source (as
was done at CERN and at ANL) or by an LED (at IFAE and Michigan). In the case of source
checks, in each tile row a stainless steel rod and a tube were inserted into the two holes molded in
each tile and through the length of the module, traversing each tile (the rods and tubes hold in place

– 11 –



Detector concept 
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l  The Tile calorimeter is based on a simple detector concept 
1.  Scintillation light is produced in the tile 
2.  Light is collected by 2 WLS fibers (1 cell is read out by 2 PMTs) 
3.  Electrical pulse produced by the photo-multiplier (9852 in total) 
4.  Signal is sampled (and also integrated) 

l  Samples are stored in pipeline memories located in the front-end electronics 
and transferred to back-end electronics on reception of a L1A signal 
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Signal reconstruction 

l  The signal reconstruction in Tile is  
based on the Optimal Filtering  
n  Amplitude and time are obtained 

through a linear combination  
of the digital samples 

n  Weights are obtained from the signal  
pulse shape and the correlation matrix  
between the samples for an expected  
time of the pulse 

 
l  Energy is proportional to the amplitude 
 
 
l  Cell energy is the sum of the two PMTs 

l  Fast and reliable for deterministic pulses. 
n  Alternative reconstruction methods are under evaluation 
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~monthly ~weekly 
~weekly 

Tile EM calibration 
is preserved in 
ATLAS by the Cs 
calibration system 

Energy calibration in Tile 



Tile operation summary in Run 1 
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Response calibration in 2011 

l  2010: up drift of Cs response (~1%) 
l  2011: Up/Down drift oscillation 

(<1%) during beam/no beam 
periods 
n  Consistent behaviour seen by all three 

calibration systems 
n  Drift dominated by PMT gain effects 
n  Corrections applied to the PMT 

response to compensate this effect 
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Response calibration in 2012 
l  Tile response was very stable, maximum 

drift was ~3.5% for A13 cell, inner most 
layer at |η|~1.3 in 2012 proton-proton run 

n  Estimated ~50% PMT gain down-drift ~50% 
scintillator damage  

l  Up and down drifts follow data-taking and 
machine development periods  

n  Recovery started after proton period ended 
l  Observed 2/3 of the total damage in 4 

months after run start 
n  Applied weekly calibration to PMT response 
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Most irradiated cells 

l  Gap/crack 
scintillators (E cells), 
located in 1.0 < η < 
1.6 are the most 
irradiated cells in Tile 

l  Up to 6% down-drift 
was observed for E4 
cell with Laser 
calibration 

n  E3 and E4 cells 
don’t have Cs 
calibration 

l  In E1 cells, ~50% 
down-drift was due to 
PMT drift  

l  In E2 cells, PMT drift 
was responsible for 
¾ of the gain 
variation 

l  Expect additional 
1-2% in E3, E4 cells 
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Upgrade of the Tile calorimeter 

l  During the LHC run 1, the performance of Tile calorimeter has been 
outstanding 
n  The PMT and scintillator response drifts are well measured and compensated 
n  Radiation damage only on most exposed scintillators (Gap/Crack and MBTS) 

l  Phase - 0 upgrade (2015) 
n  Refurbishment of on-detector readout electronics  
n  New low voltage power supplies 
n  Replacement of laser system 
n  Improvement of Cesium system  

l  Phase - I upgrade (2019) 
n  D-Layer muon trigger 
n  Replacement of gap and crack  

scintillators  
l  Phase - II upgrade (~2024) 

n  Major upgrade of on- and off-detector  
electronics  

n  New active HV dividers for the PMTs  
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Phase-0 upgrade 

Upgrade of the ATLAS TileCal Electronics - 29 January 2014 13 Carlos Solans 

l  The upgrade of the Tile calorimeter during 
LS1 (Phase-0) is to consolidate the front-
end electronics 
n  Finger low voltage power supply replacement 
n  Flex foil replacement and addition of collars in 

connectors 
n  Access to all 256 modules is mandatory 

l  In-situ QA is assessed on the modules with 
the MobiDICK system 
n  Recently upgraded to extend lifetime and 

provide more precision measurements 

Collars Flex foil LVPS 

MobiDICK 
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Detail of a super-drawer extraction from a barrel module 



A Mobile Data Integrity Check system 

l  Embedded OS controls custom hardware 
boards through dedicated firmware modules 
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Phase-I upgrade 

l  Level 1 single Muon trigger at 
20 GeV is expected to be 34 
kHz but Trigger can only 
handle below 25 kHz 
n  Should be reduced otherwise 

will be heavily scaled down 
randomly 

l  A New Small Wheel (NSW) 
covering 1.3 < η < 2.4 will do 
coincidence with TGC 

l  Complemented by the 
coincidence in the outermost 
radial layer of Tile (D-cell) 
covering 1.0 < η < 1.3 

l  Possibility to reduce the large 
fake rate in the end-cap region 
up to ~60% 
n  In D5 D6 region we expect a 

82% reduction rate at 500 MeV 
threshold 
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Tile Muon D-layer Board 

l  New Tile Muon D-layer boards 
will read-out 512 muon outputs 
( 64 modules x 2 barrels x 2 
cells x 2 channels / cell ), eight 
modules per board 

l  Provide the correct calibration 
and perform signal detection for 
each cell along with Bunch 
Crossing Identification  

l  Transmit the η, φ, and bunch 
number from the detected cells 
to the new sector logic board 
through GLink  

l  Connect to neighbour receiver 
boards due to different 
granularity in φ, 64 tile modules 
for 48 muon trigger sector logic 

l  Provide ROD data fragments to 
the DAQ system through SLink 
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ATLAS Phase-I Upgrade
Trigger and Data Acquisition

Technical Design Report
30 November 2013

4.3.1 Tile hadronic calorimeter muon identification

The TileCal signals have two read-out paths, one in which trigger tower energy signals are
transmitted to the Level-1 trigger and the other being the standard ATLAS read-out path, via
read-out drivers to the data acquisition system. A prototype Level-1 trigger receiver module
for the TileCal D-layer muon signals has been developed [4.10] and used to receive data for
a small number of D-layer trigger cells during ATLAS running in 2010 and 2011. These data
have been used to establish the signal-to-noise ratio (SNR) between the most probable value
of the estimated energy distribution of the muon signals and noise, defined as the RMS of
energy depositions in cells, using zero-bias data samples.

Figure 45a shows the measured SNR values in cells D5+D6 as a function of the h position
of the muons. The variation in the SNR value is due to the different path lengths of muons
through these cells (see Figure 35). For the Level-1 read-out path, SNR values of ⇠6 have been
measured in the h range of interest. The electronic noise of this read-out path is measured
to be ⇠200 MeV and is the largest contribution to the RMS. Also shown in Figure 45a is the
SNR obtained by using the standard ATLAS read-out path for analogue signals digitised on
the detector. SNR values of ⇠30 have been measured with a total noise of ⇠45 MeV at a µ of
20.
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Figure 45: (a) Signal-to-Noise ratios of muon signals of cells D5 and D6 as a function of muon track
h, for the standard read-out path (black full circle) and for the Level-1 read-out path (red open circle)
as measured during 2011 operation. (b) The noise (see text) in cells D5 and D6 versus µ using the
standard read-out path.

Figure 45b shows the measured noise in the standard read-out path, in cells D5 and D6 up
to a µ value of 20 using 2012 data. Also shown are the noise values obtained from simulation
for larger values of µ. It can be seen that the expected contribution of pile-up to the noise at a
µ value of 80 is ⇠105 MeV.

4.3.2 Muon efficiency and fake rate reduction

Each extended barrel in TileCal consists of 64 modules in f, while the Level-1 muon trigger
in the endcap region is divided into 48 trigger sectors. For a signal in a muon trigger sector it
can be expected that a high-pT muon will also have traversed one of the two TileCal modules
in front of the Level-1 muon endcap trigger sector.

78 4 Level-1 Muon Trigger

Tile muon D-layer board block diagram 
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Detail of a gap/crack cells and MBTS (most irradiated cells) 
to be replaced during phase-I upgrade 



Phase-II upgrade 

l  Tile’s plans for the upgrade phase-II of the LHC are to completely replace 
the front-end and back-end electronics introducing a new read-out strategy 
n  Full digitization of signals at BC rate and transmission to off-detector electronics 
n  Reduction of single point failures 
n  Digital input to trigger Levels 0 and 1 
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Present front-end electronics 

Equivalent electronics for phase-II upgrade Back-end electronics 



Changes in the front-end 

l  Aim to cope with luminosity increase and reduce single point failures (improve reliability) 
n  Fewer failure-prone connectors in the new system, but also the challenge of routing more 

fiber optic and LV cables. Moving from dependent drawers to independent mini-drawers 
n  Increase the redundancy in the read-out path from the cell to the backend 
n  Similar redundancy in the power distribution and introduction of Point-Of-Load regulators 
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Changes in the back-end 
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system and consists of a feature extractor (FEX) based on calorimeter electromagnetic and
jet triggers, and the Phase-I Level-1 muon trigger. The Level-0 accept is generated by the
central trigger system which incorporates topological triggering capability.

• the Level-1 system will reduce the rate to 200 kHz within an additional latency of 14 µs. This
reduction will be accomplished by the introduction of track information within a Region-of-
Interest (RoI), full calorimeter granularity within the same RoI and the introduction of a
refined muon selection based on the use of the MDT information.

• an increased use of offline-like algorithms in the High-Level Trigger (software trigger) with
an anticipated readout rate of 5�10 kHz.

A block diagram of the architecture is shown in Figure 2.2. A more detailed description of the
Phase-II trigger and DAQ system is given in the following sections.

Calorimeters!

Muon Trigger!

Central Trigger!

Calorimeter Trigger!

  Level 1!
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Level-0! Level-1!Front End!
500 kHz, 6 µs! 200 kHz, 20 µs!

Figure 2.2: A block diagram of the architecture of the split Level-0/Level-1 hardware trigger proposed for
the Phase-II upgrade. (The MDT trigger is shown as part of the Level-1 but may be used at Level-0).

2.1 Projected trigger rates for the Phase-I trigger at HL-LHC luminosities

The Phase-I Level-1 trigger [2] is composed of the Level-1 calorimeter trigger (L1Calo) and the
Level-1 muon trigger (L1Muon). The resulting triggers and regions of interest are combined in the
Topological Processor and Central trigger system where the Level-1 accept is generated within a
latency of 2.5 µs. The trigger rate is limited to . 100kHz by the detector readout capability.

The performance of the Phase-I system at Phase-II luminosities is taken from a simulation of
the functionality of the new electron feature extractor (eFEX) and extrapolations of the performance
of the muon trigger based on current data. The performance of the Phase-I trigger at Phase-II
luminosities is summarised below.
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Block diagram of the Level-0/Level-1 hardware trigger 

Present Phase-II upgrade 
Total bandwidth ~165 Gb/s ~40 Tb/s 

Front-end links 256 4096 

Bandwidth per link 640 Mb/s 10 Gb/s 

Links per super-drawer 1 (+1 redundant) 4x4 (+4x4 redundant) 

Bandwidth per super-drawer 640 Mb/s 160 Gb/s 



Tile upgrade demonstrator 
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l  In order to test the technology for phase-II upgrade we are 
developing a hybrid demonstrator slice containing the new 
components but compatible at the functional level with the 
current design 
n  Redundancy against SPF 
n  Radiation tolerance up to 100 kRad  
n  Error correction and triple redundant designs 
n  Sampling and read-out in all BCs 
n  Precision of 16 bits above noise level in two 12 bit gains 



Mini-drawers 
l  Super-drawer demonstrator will be composed of 4 mini-drawers, 

each one containing 
n  12 front-end boards: 1 out of 3 different options  
n  1 main-board: for the corresponding FEB option 
n  1 daughter-board: single design 
n  1 HV regulation board: 1 out of 2 different options 
n  1 adder base board + 3 adder cards: for hybrid demonstrator 
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Cross section of a mini-drawer 
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7.- TIMESCALE 
8.- Documentation 
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03/Oct/2013"
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Front-end board option 1: New 3-in-1 
Only option for first demonstrator 

l  Based on current 3-in-1 cards that provides 3 
functionalities 
n  High and low gain analog outputs 
n  Charge injection calibration 
n  Integrator read-out for dedicated and in-physics 

calibration data 
l  HL-LHC design has higher radiation tolerance 

and better performance 
n  One component failed radiation test for sLHC, 

reverted to previous 
n  Longer cable needed to accommodate parity flip 
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Mainboard for new 3-in-1 FEBs 
only option for first demonstrator 

l  Mainboard digitizes signals from FEBs with independent discrete ADCs 
n  Mainboard is split into two halves 
n  Each cell will be read-out by two PMTs, one on each side of the mainboard 
n  Samples are transferred serially to the daughterboard at 600 MHz 
n  Commands are sent in parallel to 2 control FPGAs on each side 

l  This front-end board + mainboard option will be evaluated together with the other two in 
test beams starting in 2015 
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Front-end board option 2: FE-ASIC 

l  Second option for a front-end board is based on an 
ASIC using IBM CMOS 130 nm technology 

l  FATALIC ASIC provides shaping in 3 gain ranges  
n  Third version being tested 

l  TACTIC ADC is a 12-bit ADC@40 MHz  
n  First version delivered in January 
n  Power consumption 61 mW  
n  Measured noise smaller than one LSB 
n  Bad integral non linearity due to bad  

coupling of amplifier capacitors 
n  Second version needed 

l  Next steps 
n  Tests with Cesium source before end of 2013 
n  Design front-end board with FATALIC and TACTIC for 

spring 2014 
n  Design of fourth version of FATALIC with 3 TACTIC ADCs 

embedded by May 2014 for delivery by November 2014 
n  Design of Mainboard for this Front-end board option 
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Front-end board option 3: QIE ASIC 
l  Third option for the front-end board is a charge 

integrator (different concept) 
n  Performs a on-chip digitization with radiation tolerant design  
n  Needs 4 clock cycles to acquire the data 
n  Outputs a 17-bit dynamic range in 10 bits: 6‐bit ADC value, 

2 bits range (4 ranges), 2 bits CAPID 
n  Clean measurement every 25 ns: No pulse shaping 
n  Can be very useful against pile-up but requires technology 

change decision 
n  Collaboration between ANL and FNAL 

l  Status with QIE10 design 
n  20 chips in hand, another 40 coming 
n  Passed noise, dynamic response and TDC tests 
n  OK for TID test up to 50 kRad 
n  No SEUs in Shadow Register up to 6E12 p/cm2 

l  Next steps: 
n  Front-end board for this option soon 
n  Full drawer tests in summer 2014 and Test beam in 2015 

Picture courtesy of Tom Zimmerman, Fermilab 
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Daughter-board 

l  Daughter-board provides GBT 
communication with back-end electronics  

n  Implementing a redundant system on a single 
PCB + triple redundant FPGA programming 

n  Two Kintex 7 FPGAs and two QSFP Modulators 
at 40 Gb/s 

n  Firmware can be also uploaded through the 
optical link 

l  Status 
n  First prototype tested in 2011 
n  Second prototype manufactured in 2012 

managed to provide continuous data stream to 
back-end 

n  Third prototype under design !"#$%#&$!"'
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Conceptual design of daughter-board (second prototype) 

Second prototype of daughter-board (still with one modulator and one PPOD) 
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Super Read-Out Driver prototype 

l  Super-ROD is the core back-end electronics component 
n  Prototype compliant with mid size AMC (180.6 mm x 148.5 mm)   
n  Read-out of a complete super-drawer (4 mini-drawers) with QSFPs  
n  Corresponding to ¼ of input links of the design for phase-II 
n  1 Xilinx Virtex 7 FPGA (XC7VX485T-2FFG1558) 48 GTX@10Gb/s 

for data/DCS input and TTC/DCS output  
n  1 Xilinx Kintex 7 FPGA (XC7K420T-2FFG901)  28 GTX@10Gb/s to 

interface current ROD/TTC and L1Calo 
n  512 MB DDR3 SDRAM and 1 Gb flash per FPGA 

l  First prototype almost ready for manufacturer  
n  Stack-up 18 layers in ~1.7 mm (10 power, 8 signal)  
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Conceptual design of super-ROD prototype Super-ROD prototype layout view  

ATCA shelf 

See talk by Robert Reed 



40 Gb/s 
@40 MHz 

The ATLAS Experiment 35

the two fibers carrying the same data, check possible errors in them and provide a

single optical link carrying correct data to the ROD as input. In another operation

mode, this module can generate data so that it may also be used as ROD injector

in absence of front-end data or for test purposes.

(a) ROD motherboard. (b) Transition Module

Figure 1.30: Read-Out Driver and Transition Module pictures. Note that there are only 2
DSP PUs in the ROD motherboard and 2 HOLA LSCs in the Transition Module,
as needed in the default operation mode.

Figure 1.31: Read-Out Driver and Transition Module scheme.
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Integration of the demonstrator 

l  A demonstrator 
super-drawer of the 
upgrade phase-II 
front-end electronics 
will be installed in 
ATLAS during Run 2 

l  A super-ROD 
prototype will read-
out all the samples 
from the front-end 
and transfer a data 
frame to current 
RODs at nominal 
Level 1 trigger rate  
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Block diagram of sROD prototype 
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A portable test-bench for upgraded electronics 

l  A portable readout module for mini-
drawers (Prometeo) is under 
development  
n  Stand-alone test-bench to assess the QA of 

the electronics 
l  Hardware 

n  Based on a Virtex 7 evaluation board 
n  QSFP module provides optical connection  
n  HV and LED driver boards test response of 

PMTs 
n  16 channel ADC mezzanine to digitize the 

output of trigger cables from previous test-
bench 

l  Software 
n  Based on IPbus, QT framework 
n  Modular implementation to allow particular 

test implementation  
l  Status 

n  All hardware components in hand, casing 
and cabling in progress 

n  Firmware under design 
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System power supply 
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See talk by Xifeng Ruan 



Low Voltage Power Distribution 

l  Based on a three stage power distribution system  
l  Stage 1: bulk 200VDC PS in USA15 

n  Provide power to four super-drawers 
l  Stage 2: LVPS boxes in front of super-drawers 

n  New design providing only +10V in 8 separate bricks 
n  Each brick serving half a mini-drawer 
n  Require a factor 2 in the current output for redundancy  
n  Already produced 3 units ready and shipped to CERN 

l  Stage 3: Point‐of‐Load regulators 
n  Point to point connection from brick to mainboards 
n  If one brick stops working, redundancy supply provides 

power through diode on the mainboard 
n  Completed TID tests on 5 commercial off-the-shelf 

regulators with marginal results for -5V regulator 
n  NIEL and SEU tests to be done in December 2013 
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High Voltage Power Distribution 
l  Two solutions are under evaluation to provide HV to the front-

end based on commercial off-the-shelf components 
n  Voltage regulation in USA15 vs front-end (HV_Opto board) 

l  First version of the HV_Opto board largely based on existing 
design 

n  Introducing possibility of switching on/off individual PMTs 
n  HV_micro replaced by the Kintex-7 FPGA in the daughter-board: 

Specifications being defined 
n  Interface to DCS through super-ROD: Discussions in progress 
n  Control of HV settings via VHDL module: Implementation in progress 
n  First board completely tested and performance meets specifications 
 
 
 

 
 
 

l  Passive HV dividers of PMTs will be  
replaced by active ones to maintain stability 

n  Tested for NEIL up to 1.5x1013 1 MeV n/cm2 

n  Rejected huge number of first batch due to 
bad HV cable welding 

n  Massive test of active dividers in Run 2 
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Old Dividers:  ~2% non linearity at ~7.5 µA 
New Divider:  ~1% non linearity at ~75 µA  

First prototype of HV_Opto board ready for 
mini-drawer tests Single Channel Board for radiation tests  



Optical links 
l  Directly modulated lasers (including VCSELs) 

n  Have been qualified at ~10 Gb/s per link with  
a Bit Error Rate (BER) ~10-12 

n  Increasing bandwidth increases problems 
n  Commercial VCSEL arrays (SNAP12) have shown Single Event Upset (SEU) at ~1010 p/cm2 
n  Also these use Multi Mode fibers which are more expensive  

l  A commercial off-the-shelf solution exists that uses single mode fibers at high transfer rates from 
Molex using Silicon Photonics technology developed by Luxtera (QSFP Active Optical Cable) 

n  Can operate above 40 Gb/s (4x10) with BER < 10-18 

n  Made out of 130 nm Silicon On Insulator CMOS which should be very radiation hard 
n  Radiation tests showed no SEU at TID of 165 kRad and fluence of 8x1011 p/cm2 

n  Problem is the PIC microcontroller used for configuration and monitoring survives ~20 kRad 
n  A PIC replacement board has been designed, and control done from FPGA 
n  Firmware to initialize the electro-optical chip has been developed 
n  Several anti-fuse FPGAs are being evaluated and will be tested for radiation tolerance  

l  QSFPs are the preferred option for the demonstrator 
n  Less fibers vs lower clock frequency 
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Super ROD for phase-II 
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sROD block diagram 
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Conclusions 

l  Upgrade phase-0 aims to consolidate the detector 
l  Biggest challenge for upgrade phase-I is the read-out of the D-Layer cells 

to contribute to the Level 1 muon trigger 
l  The plans for the upgrade phase-II are to completely replace the front-end 

and back-end electronics introducing a new read-out strategy 
l  The upgrade of the ATLAS Tile calorimeter for the HL-LHC requires 

n  increase in radiation hardness and front-end redundancy  
n  Increase in the throughput and computing power of the back-end electronics 
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Backup 
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2004 – 2006: Installation  

1993 – 1995: R&D 1999 – 2002: Instrumentation 1996 – 2002: Construction 

2005 – 2009: Commissioning with particles and calibration systems 
2010 – 2013: Operation in LHC run 1  
2013 – 2015: Electronics consolidation during Long Shutdown 1 

2000 – 2004: Test-beam 

A bit of ATLAS history 
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Tile module construction 
l  Each module is built out of 19 sub-

modules (~29 cm) which are attached to 
the girder 
l  Constructed independently and before the 

optics instrumentation 
l  Spacer plates (4 mm) are placed in 

between two master plates (5 mm) 
leaving the space for the tiles (3 mm) 
l  Periodicity of 18 mm 
l  More details in 2013 JINST 8 T11001 

l  WLS fibers are placed along the spacer 
plates between two master plates without 
any compromise for extra space  

l  Similar assembly procedure can be 
followed for the LHeC detector 
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2013 JINST 8 T11001

Figure 11. Cartoon of the basic unit of the calorimeter absorber structure: the full period. This comprises
two master plates and two alternating sets of spacer plates stacked such that the voids between master plates
form the slots into which the scintillator tiles are to be inserted.

control program was applied during production. In the case of the raw steel sheets, a primary
control was applied during rolling to insure the thickness specification. Periodically, steel sheets
were sampled and tested to insure low residual stresses as required for the subsequent plate cutting.
Gauge plates were designed for use during plate stamping and used to test 1 master plate in 30 as a
way of insuring that the stamping die continued to meet specification. In addition, 1 master plate in
600 was measured on a 3-D computer controlled measuring machine at appropriate control points
which included the plate width at several locations, and the locations and dimensions of the keys
and hole locations. Similar quality assurance protocols were applied for spacer plate production.
All remaining components were either conventional procurements or fabricated at the collaborating
institutions.

The fundamental absorber unit of the calorimeter structure is formed by the lamination of two
master plates and two (half) sets of spacer plates as shown in figure 11. A submodule is built
up by alternating a master plate with layers of spacer plates which are glued and pinned together
and aligned on a precision, standardised stacking fixture. The fixture is comprised of thick steel
bottom and top plates together with precision aligned blocks into which the matching keys on the
master plates are engaged. A standard two-part structural adhesive was used (Araldite AW 106 and
hardener HV953U). After approximately 24 hours, once the glue had cured and prior to removal
from the stacking fixtures, two mounting bars were welded to the submodule master plates.

The role of the glue is crucial in the design, providing compensation for the thickness tol-
erances of the stacked plates (64 plates are stacked together to build a standard submodule) and
contributing additional mechanical strength to the structure. The position of the glue deposition
and volume of glue was controlled to give a glue surface area of sufficient shear strength. This
deposition was done by a variety of ways ranging from a semi-automatic gluing machine to man-
ual deposition using a glue gun and template. The glue line thickness was controlled using thin
paper shims and glass microspheres. The mechanical connection via steel spring pins insured the
geometrical positioning of the spacer plates relative to the master plates. The tubes used for the
cesium calibration system [20] pass through these spring pins, and thereby align the cesium cal-
ibration capsule to the scintillator tiles. Two key phases of submodule construction are shown in
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Figure 12. (left) One layer of spacer plates being fastened to the master plate below using spring pins and
structural glue; (right) A submodule being assembled on the stacking fixture, the keys at either end precisely
align the master plates.

figure 12: spacer plates fastened to master plates to form a half-period, and a submodule assembly
on the stacking fixture being prepared for glue curing.

Submodule construction was subject to a detailed quality control plan, which was developed
during design and submodule prototyping, to insure uniform production throughout the ten sub-
module construction sites. The quality control protocols included careful tracking of glue depo-
sition quantities and curing time, inspection of the welding of the mounting bars, and a series of
measurements of module flatness, stack height and envelope. The quality control data were pub-
lished on web pages maintained at each construction site and regularly monitored to insure that the
lessons learned at one site could be rapidly communicated to all sites. The principal dimensional
control was on the height of the submodule stack as good maintenance of this height was essen-
tial to insure that all submodules could be successfully mounted on the module support girder. A
representative example of the submodule stack height for the submodules constructed at one of the
construction sites is shown in figure 13. In general, the submodule followed a football shape as a
result of weld shrinkage causing the submodule height to be lower than nominal at the inner radius
and higher than nominal near the center of the submodule. However, as is seen in figure 13, this
effect was quite reproducible and largely within the height specification of +0.3 mm and �1.5 mm
relative to nominal. The distribution of the maximum stack height deviation from nominal for all
submodules constructed is shown in figure 14. The majority of submodules fall within the required
envelope. The small number of submodules whose height exceeded 0.6 mm from nominal were
identified with pallets of raw sheets whose thickness exceeded the design thickness specification.
A small number of custom submodules with heights of �1.0 to �1.5 mm relative to the nominal
height were constructed and mounted adjacent to these submodules during module construction.

Submodule construction concluded with the application of a thin layer of protective paint and
a subsequent final quality control check to insure that paint build-up in the slots would not impede
insertion of scintillator tiles or the fiber channels. More details on submodule construction and
quality control can be found in references [21, 22].
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Figure 2. Cartoon showing the principal components of a barrel module.

The principal features of a module are shown in figure 3. The structure is a glued and welded
steel lamination of full-length plates (master plates) which run radially outward from the beam line.
These have short plates (spacer plates) interleaved along their length to form pockets into which the
active elements of the calorimeter, the scintillator tiles, are inserted. The spacer plates are set back
from the edge of the master plate outer envelope by 2.8 mm to provide a slot in which the readout
fibers are inserted. The design includes a progressive increase in the radial length of the spacer
plates as one moves from inner to outer radius. This allows the calorimeter to meet its performance
specification while minimising the piece count and thereby handling costs. The scintillator tiles
are read out by wavelength-shifting fibers which are inserted in channels located between each of
the pairs of full-length plates as indicated in figure 3. As a result, no additional absorber volume is
compromised to accommodate the fiber readout and in addition the fibers themselves are protected
from mechanical damage by being enclosed on three sides by the steel structure. A plastic chan-
nel is used to contain the fibers and provide a cost-effective approach for what would otherwise
have been a labor intensive operation. A detailed description of module instrumentation can be
found in [3].

The master plate, shown in figure 4, is the principal component of the calorimeter absorber
structure. Alternating sets of spacer plates are interleaved between master plates to form the slots
in which the scintillator tiles are placed, as discussed below. Both the master plates and the spacer
plates were fabricated to high precision by die stamping. The slots at either end of the master
plate as well as the overall envelope of the plate are the design elements which define the module
envelope. In addition, the master plate has 22 precisely located holes through which the tubes
containing a calibration source are inserted along the entire length of the structure (see figure 3).
Custom-designed spring pins are inserted in these holes to mechanically fasten and align the spacer
plates to master plates. Through appropriate sizing of the outer diameter and inner bore of these
pins, the pins also provide the precise alignment of the calibration tubes with the absorber and
scintillator structure. The spacer plate setback of 2.8 mm defines the channel in which the readout
fibers run. The envelopes of one set of spacer plates is shown in figure 4.
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Figure 12. (left) One layer of spacer plates being fastened to the master plate below using spring pins and
structural glue; (right) A submodule being assembled on the stacking fixture, the keys at either end precisely
align the master plates.

figure 12: spacer plates fastened to master plates to form a half-period, and a submodule assembly
on the stacking fixture being prepared for glue curing.

Submodule construction was subject to a detailed quality control plan, which was developed
during design and submodule prototyping, to insure uniform production throughout the ten sub-
module construction sites. The quality control protocols included careful tracking of glue depo-
sition quantities and curing time, inspection of the welding of the mounting bars, and a series of
measurements of module flatness, stack height and envelope. The quality control data were pub-
lished on web pages maintained at each construction site and regularly monitored to insure that the
lessons learned at one site could be rapidly communicated to all sites. The principal dimensional
control was on the height of the submodule stack as good maintenance of this height was essen-
tial to insure that all submodules could be successfully mounted on the module support girder. A
representative example of the submodule stack height for the submodules constructed at one of the
construction sites is shown in figure 13. In general, the submodule followed a football shape as a
result of weld shrinkage causing the submodule height to be lower than nominal at the inner radius
and higher than nominal near the center of the submodule. However, as is seen in figure 13, this
effect was quite reproducible and largely within the height specification of +0.3 mm and �1.5 mm
relative to nominal. The distribution of the maximum stack height deviation from nominal for all
submodules constructed is shown in figure 14. The majority of submodules fall within the required
envelope. The small number of submodules whose height exceeded 0.6 mm from nominal were
identified with pallets of raw sheets whose thickness exceeded the design thickness specification.
A small number of custom submodules with heights of �1.0 to �1.5 mm relative to the nominal
height were constructed and mounted adjacent to these submodules during module construction.

Submodule construction concluded with the application of a thin layer of protective paint and
a subsequent final quality control check to insure that paint build-up in the slots would not impede
insertion of scintillator tiles or the fiber channels. More details on submodule construction and
quality control can be found in references [21, 22].
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Functional representation 

l  The analog pulses from the PMTs undergo shaping and amplification in the 3-in-1 
cards in two gains (low and high) with a ratio of 1:64. Low gain signals which are 
summed in groups by adder boards are provided to the Level 1 Calorimeter Trigger. 
The analog pulses are received by digitizer boards where the signal is converted into 
digital samples every 25 ns, which are stored in the front-end pipeline memories, the 
so called Data Management Units (DMU). Upon Level 1 accept, an event-frame--
selector selects high gain samples unless the highest sample is saturated in which 
case the low gain samples are used and stores them in a buffer. Event frames are 
pulled from the DMUs by the Interface card which formats the data and transfers the 
frames to the off-detector Read-Out Drivers (RODs). 
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Overview of the MobiDICK4 system 

l  MobiDICK box houses hardware needed to communicate 
with super-drawers 

l  MobiDICK server is the control application of the box 
l  Willy is the client software from which tests are executed 
l  Standard linux laptop runs Willy 
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Mini-drawer CAD view 
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Mini-drawer cross section view 
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Redundancy in the electronics 

l  One of the lessons we have learnt from the electronics consolidation process in 
ATLAS during the LS1 is that we need to think the electronics to maximize the 
redundancy in case of failure, minimize the coverage damage in case of failure 

l  A double read-out for the cell should be accompanied by a redundant data path from 
the PMT up to the back-end electronics 

n  Split the super-drawers into four independent mini-drawers 
n  Split each mini-drawer into two independent halves (one cell read-out by one side) 
n  Use redundant powering scheme 
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Second HV option 
l  External HV regulated from USA15 based on commercial off-the-shelf components 

n  Regulated HV for each PMT distributed via multiconductor cables 100 m long 
l  Good progress: measured small noise and small voltage drop (~10 mV in 800V) 
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