
What have we learned about the  
Quark Gluon Plasma, using hard probes 
with the ATLAS Experiment at the LHC?
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…or, a “forward looking” view at the 
recent ATLAS data
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ATLAS detector systems
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Tracking coverage out to |η|<2.5 
Muon coverage out to |η|<2.7 

Calorimetry out to |η|<5
}

forward coverage provides 
access to wide range in 

x1~(2pT/√s)eη 

x2~(2pT/√s)e-η



What have we learned from Pb+Pb & p+Pb?

• Centrality 
• Multiplicity 
• Flow 
• Bosons 
• Jets
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Soft sector provides measurements of bulk properties. 
!

Hard probes provide access to initial state effects 
(shadowing, initial E-loss) via Z/W/γ  

and to final state effects via jet suppression



Centrality in Pb+Pb


6

a

x (fm)

10

y
 (

fm
)

–10

–10

Au+Au

b = 6 fm

–5

–5 50

0

5

10

–15

–10

–5

0

5

15

10

Au+Au

b = 6 fm

z (fm)

10 15–10–15 –5 50

b

x
 (

fm
)

SteinbergFig04.pdf   4/5/07   3:01:05 PM

“Standard” Glauber modeling 
treats each nucleon as a “hard 

disk”, with a single cross section 
determining interaction 

probability

Geometry coupled with a  
simple particle production model 

(based on p+p data) provides 
a good description of forward  

transverse energy  
98±2% efficiency for inelastic events

M.L. Miller et al, Ann Rev. 57 (2007) 205

ATLAS, Phys.Lett. B707 (2012) 330-348



Soft Probes: Multiplicity in Pb+Pb


7

Factor of two rise in multiplicity, 
but essentially no change in  

centrality dependence

Only a small O(10%) change 
of dN/dη shape with centrality  
(Pb+Pb is a symmetric system)

Phys.Lett. B710 (2012) 363-382

http://www.sciencedirect.com/science/article/pii/S0370269312001864


Soft Probes: 
Harmonic flow
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FIG. 4. (Color online) Root-mean-square anisotropic flow co-
efficients ⟨v2n⟩

1/2, computed as a function of centrality, com-
pared to experimental data of vn{2}, n ∈ {2, 3, 4}, by the
ALICE collaboration [3] (points). Results are for 200 events
per centrality with bands indicating statistical errors.
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FIG. 5. (Color online) Comparison of vn(pT ) using two dif-
ferent switching times τswitch = 0.2 fm/c (wide), and 0.4 fm/c
(narrow). Experimental data by the ATLAS collaboration us-
ing the event-plane (EP) method [4] (points). Bands indicate
statistical errors.

The effect of changing the switching time from
τswitch = 0.2 fm/c to τswitch = 0.4 fm/c is shown in Fig. 5.
Results agree within statistical errors, but tend to be
slightly lower for the later switching time. The nonlinear
interactions of classical fields become weaker as the sys-
tem expands and therefore Yang-Mills dynamics is less
effective than hydrodynamics in building up flow at late
times. Yet it is reassuring that there is a window in time
where both descriptions produce equivalent results.

Because a constant η/s is at best a rough effective
measure of the evolving shear viscosity to entropy den-
sity ratio, we present results for a parametrized temper-
ature dependent η/s, following [33]. We use the same
parametrization (HH-HQ) as in [33, 34] with a minimum
of η/s(T ) = 0.08 at T = Ttr = 180MeV. The result,
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FIG. 6. (Color online) Comparison of vn(pT ) using con-
stant η/s = 0.2 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the ATLAS col-
laboration using the event-plane (EP) method [4] (points).
Bands indicate statistical errors.

compared to η/s = 0.2 is shown for 20− 30% central col-
lisions in Fig. 6. The results are indistinguishable when
studying just one collision energy. The insensitivity of
our results to two very different functional forms may
suggest that a very large fraction of the magnitude of
the flow coefficients is built up at later times when η/s
is very small. Also, since second order viscous hydrody-
namics breaks down when Πµν is comparable to the ideal
terms, our framework may be inadequate for large values
of η/s.

At top RHIC energy, as shown in Fig. 7, the experi-
mental data from STAR [35] and PHENIX [1] is well de-
scribed when using a constant η/s = 0.12, which is about
40% smaller than the value at LHC. A larger effective η/s
at LHC than at RHIC was also found in [36]. The tem-
perature dependent η/s(T ) used to describe LHC data
works well for low-pT RHIC data, but underestimates
v2(pT ) and v3(pT ) for pT > 1GeV. The parametrizations
of η/s(T ) in the literature are not definitive and signif-
icant improvements are necessary. Our studies suggest
great potential for extracting the temperature dependent
properties of QCD transport coefficients by performing
complementary experiments extracting flow harmonics at
both RHIC and LHC.

In Fig. 8 we present results for v1(pT ) compared to ex-
perimental data from ALICE [37], extracted in [39], and
from ATLAS [38]. v1(pT ) cannot be positive definite be-
cause momentum conservation requires ⟨v1(pT )pT ⟩ = 0.
There is a disagreement between the experimental results
(discussed in [38]) and between theory and experiment at
LHC. On the other hand, v1(pT ) at RHIC is very well re-
produced (see Fig. 7). One possible explanation for the
data crossing v1(pT ) = 0 at a lower pT than the calcu-
lation at LHC could be the underestimation of the pion
pT -spectra at very low pT – see Fig. 2. However, this is
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FIG. 7. (Color online) Comparison of vn(pT ) at RHIC using
constant η/s = 0.12 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the PHENIX [1]
(open symbols) and STAR [35] (preliminary, filled symbols)
collaborations. Bands indicate statistical errors.
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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FIG. 9. (Color online) Scaled distributions of v2, v3, and v4
(from top to bottom) compared to experimental data from
the ATLAS collaboration [40, 41]. 1300 events. Bands are
systematic experimental errors.

tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that

3+1D eventwise viscous hydro 
able to describe ATLAS data on 

mean vn and P(vn): 
new era in understanding soft 

sector in HI collisions

Theory: Gale et al, http://arxiv.org/abs/arXiv:1209.6330

Final data: arXiv:1305.2942

http://arxiv.org/abs/arXiv:1209.6330


Pseudorapidity  
dependence of vn
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Hard Probes: Z boson yields vs. y
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Phys. Rev. Lett 110, 022301 (2013)

http://prl.aps.org/abstract/PRL/v110/i2/e022301


Hard Probes: Z boson yields vs. y
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Modifications to Z production relative to pp due to 
isospin expected to be small even at large pT. 

EPS09 would lead to a tilt toward large y, not suggested 
by experimental data.

Phys. Rev. Lett 110, 022301 (2013)
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Figure 9: The predicted ratio between the normalized Z and W± cross-sections in PbPb
and pp collisions at the heavy boson pole, M2 = M2

Z,W± (pT = MW/2 for charged lepton

production) with
√
s = 2.7TeV and

√
s = 5.5TeV. The green solid band represents the

prediction calculated with CTEQ6.6 without applying the nuclear effects, and the solid black
barred line with gray shade is the prediction computed by CTEQ6.6 applying the nuclear
effects from EPS09. The error bars quantify the uncertainties resulting from the EPS09
uncertainty sets. The results are obtained by first calculating Eq. (23) and normalizing it
then by Eq. (24). The symbol σtot refers to the cross-section integrated over the rapidity.

that dramatic — the deviations from unity are mainly caused by the isospin effects.
Although the free proton uncertainties are, on average, smaller than those from the
EPS09, they are in various places still too large to be neglected in a parton fit. Thus, we
are forced to conclude that — in contrast what was observed about the p+Pb collisions
— the clean extraction of the PDF nuclear effects from Pb+Pb collisions seems difficult.

16

http://prl.aps.org/abstract/PRL/v110/i2/e022301


W yields from 2011 data
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20x statistics of 2010 analysis: 
full reconstruction of W mT

QCD background given by  
PYTHIA. 

!

Requires rescaling (in 10-20 GeV 
pT interval) to account  

for jet suppression 
!

Within signal region pT>25 GeV, 
3.7% average background
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Hard Probes: W boson yields
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Signal Candidate Kinematics:mT
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Data shown at reconstruction level

Each background source is normalized to the expected number of events
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Table 1: Average number of participating nucleons hNparti and binary collisions hNcolli for the centrality
classes used in this analysis alongside the relative uncertainties.

Centrality hNparti hNcolli
0-5% 382.2 0.5% 1683.3 7.7 %

5-10% 330.3 0.9% 1318.0 7.5%
10-15% 281.9 1.3% 1035.4 7.4%
15-20% 239.5 1.6% 811.2 7.4%
20-40% 157.8 2.6% 440.6 7.3%
40-80% 45.9 7.6 % 77.8 14.2%
0-80% 139.5 4.7% 452.0 9.5%

have used the event momentum imbalance in the plane transverse to the beam axis ⇢⇢ET as a proxy for131

the true neutrino pT. Traditionally, these analyses have reconstructed the ⇢⇢ET using contributions from132

energy deposits in the calorimeters and muons reconstructed in the MS [45]. However, in heavy ion133

collisions a poor performance in the ⇢⇢ET in terms of resolution has been observed in the most central134

events. Therefore, this analysis employs a track-based calculation that shows significant improvement135

over the previous method. The event momentum imbalance using this approach is defined as the negative136

vector sum of all charged ID tracks in the event with pT > 3 GeV :137

◆p =
ntrksX

i=1
◆pi

= �(p1 + p2 + ...pntrks

) (2)

where the magnitude of the transverse component of this vector is given by ◆pT

=
q
◆p

2
x

+◆p
2
y.138

Additional interactions per beam crossing (i.e. pile-up) were estimated by convoluting the minimum139

bias FCal distribution with itself and matching the convolution to the data in the region
P

E

T

> 4 TeV140

where pile-up events dominate. This was found to be at the level of < 0.05%, except in the 5% most141

central collisions where this fraction was < 0.5%. In this analysis, pile-up most strongly a↵ects the ◆pT

142

reconstruction and would be most evident as a bias observed in the◆px

and◆py from minimum bias events.143

However, this was studied and found to be less than < 0.5 GeV and was corrected for before proceeding144

to further steps.145

4 Muon reconstruction and signal candidate selection146

Muon reconstruction in ATLAS consists of separate tracking in the ID and MS. The tracks reconstructed147

in each subsystem are combined using a �2-minimisation procedure [55]. In this analysis, combined148

muons were required to satisfy selection criteria that follow closely to those used in the heavy ion Z149

boson analysis reported in Ref. [17]. Additional selection criteria specific to W bosons are discussed150

below.151

Decays-in-flight from pions and kaons contribute a small background fraction in this analysis. This152

was reduced by requiring the di↵erence between the ID and MS pT measurements (corrected for the153

mean energy loss due to interactions with the material between the ID and MS) to be within 50% of the154

pT measured in the ID. A selection on the coulombic scattering angle significance in the ID was also155

applied following the method from Ref. [56].156

A track-based isolation of the muon was achieved by requiring the sum of the transverse momenta of157

ID tracks
P

p

ID

T with pT > 3 GeV within a cone radius �R < 0.2 around the direction of the muon to be158

(pT>3 GeV)Missing pT
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Hard Probes: W boson muon dN/dη
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η distributions of leptons from W decays in Pb+Pb  
efficiency corrected to fiducial region same as selection cuts: 

LO* & NLO QCD calculations account for isospin in PDFs. 
Excess of negative charge reflects d quarks from neutrons. 
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W centrality dependence and µ± asymmetry
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Yield per binary collision 
is approx. constant over 
 0-80% centrality range: 

data better described by NLO

Charge asymmetry vs. 
lepton η is consistent 

with both NLO & LO* QCD:  
how might nPDFs affect this?

ATLAS-CONF-2013-106



Hard Probes: Jet suppression & jet v2
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with a very weak pT  

dependence from 40-200 GeV

Jet v2,jet measured out to 200 GeV,  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pT dependence

arXiv:1306.6469Phys. Lett. B 719 (2013) 220-241

http://www.sciencedirect.com/science/article/pii/S037026931300049X


Jet suppression & v2,jet
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arXiv:1306.6469

v2,jet is similar to magnitude seen for high pT hadrons. 
Consistent w/ CMS v2 at very high pT



Quenching and Tomography from RHIC to LHC 3

However, there are two additional questions: 1) to what extent do initial state e�ects,
such as those that turn o� as a function of pT (due to, e.g., the suppression of small-
x gluons as expected from saturation physics), account for the qualitative rise in
RAA(pT ) at LHC? and 2) can WHDG, and pQCD-based energy loss calculations in
general, describe quantitatively describe multiple observables (e.g. v2, the suppression
of heavy flavors, IAA, etc.) out to very large, pT ⇥ 100 GeV/c? We look forward to
the answer of the first question, which will come from the observation of pT & 5
GeV/c direct photons and/or a measurement of suppression in p + A collisions. The
second question has been preliminarily addressed at moderate momenta in Fig. 2: the
parameter-free WHDG extrapolation to LHC provides an excellent description of (a)
v2(pT ) of charged hadrons measured by ATLAS [13] and (b) the suppression of D
mesons as measured by ALICE [14]. Note that the suppression of D mesons begins
to exceed that of pions at pT ⇥ 20 GeV/c, due to the much more steeply falling
production spectrum and the shortened formation time of the heavy quark. It will be
interesting to see if the agreement seen in Fig. 2 continues once the uncertainties and
momentum reach of the measurements improve. The preliminary results from CMS
on the distribution of the energy lost from a high-pT particle to very wide angles also
helps constrain the energy loss mechanism in QGP. pQCD intuition would suggest
that perturbative radiative energy loss would be concentrated at collinear angles of
⇥ µ/E, a more detailed examination of the di�erential single inclusive gluon radiation
distribution shows that pQCD predicts the emission of radiation at quite large angles
[15].

(a) (b)

Figure 2. (a) Comparison of ATLAS charged hadron v2(pT ) [13] to WHDG
predictions at 40-50% centrality. (b) Comparison of ALICE D0, D+, and �±

mesons [14] to WHDG predictions at 0-20% centrality.

Nonperturbative Energy Loss and Comparison Fully nonperturbative treatments
of heavy quark energy loss at RHIC show qualitative agreement with the measured
suppression of non-photonic electrons [16]. We show in Fig. 3 (a) that a simple
Bragg model of light quark and gluon energy loss, in which the probability of escape
for a parent parton is given by Pescape(L) = �(Ltherm � L), where Ltherm ⇥ E1/3

(with appropriate proportionality coe⌅cients found in [17]) provides a qualitatively
consistent picture of the measured suppression of charged hadrons at LHC. It is
important to note that the pQCD energy loss calculations appear to have a strong
dependence on the initial thermalization time and pre-thermalization conditions [18].
Additionally, although there may be future means of directly measuring the initial
gluon wavefunction at an electron-ion collider [19], model calculations of observables
are also dependent on the medium geometry used. We therefore suggest that the
double ratio of charm to bottom quark RAA(pT ) will provide valuable—perhaps even

Jet suppression & v2,jet
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arXiv:1306.6469

v2,jet is similar to magnitude seen for high pT hadrons. 
Excellent opportunity to test differential energy loss.

W. Horowitz & M. Gyulassy, QM2011 
http://arxiv.org/abs/arXiv:1104.4958

http://arxiv.org/abs/arXiv:1104.4958


What have we learned from Pb+Pb?

• Centrality 
• Treating nucleons as hard disks has been sufficient so far 

• Multiplicity & flow 
• Symmetric in η, little centrality dependence to shape 

• Bosons 
• Ncoll scaling holds, no evidence of large nuclear effects 

beyond isospin at forward angles 

• Jets 
• Single jet suppression also has azimuthal modulation - 

potential testing ground for differential energy loss
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What have we learned from p+Pb?
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Centrality in p+Pb
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Saturation of p-going forward  
ET vs. Pb-going suggests  

limited role for p-going ET

After removal of large 
“edge gaps” with ∆ηF>2, 
distribution in Pb-going  
forward ET divided into 

centrality intervals based  
on overall efficiency of 98±2% 

for inelastic events

ATLAS-CONF-2013-096



Particle yields vs. centrality
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Particle yields vs. centrality
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multiplicity vs. centrality
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Phys. Rev. C72,  031901(R) (2005)

similar to PHOBOS d+Au data

ATLAS-CONF-2013-096

Phys. Rev. C72,  031901(R) (2005)

Phys. Rev. C72,  031901(R) (2005)
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Particle yields vs. centrality
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From Glauber to Glauber-Gribov
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Standard Glauber modeling in most experiments 
assumes NN cross section is constant (“hard disk”)

Glauber-Gribov “color fluctuation” model (Guzey, Strikman, et al): 
Allows pN cross section to fluctuate event to event. 

!
Mean forced to be σNN=70 mb, width controlled with Ω 
(estimated using n+d, p+d, pbar+p, and extrapolated)

ATLAS-CONF-2013-096



Fits to Pb-going forward ET
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Scaling of particle yields
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Yield per participant depends  
strongly on geometric model:  
standard Glauber increases,  
while Ω=0.55 is ~constant

“Scaling region” depends 
strongly on geometric model: 

clearly need external input on NN  
collisions understand role of p+Pb!
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Hadron suppression in p+Pb

• An important first measurement in p+Pb to study transition from low pT 
(multiplicity) to high pT (jets)  
• RpPb - suppression relative to pp 

• RCP - suppression relative to 60-90% most peripheral 

• Performed using pilot run data (low pileup) with reasonable statistics up 
to 22 GeV 

• No compatible pp data √s=5.02 TeV, so also performed interpolation of 
2.76 TeV and 7 TeV pp minimum bias data 

• pp and p+Pb are in different CM frames, so data are analyzed in hadron 
rapidity y* = y - yCM 
• Corrected assuming all hadrons are pions (y = yπ) 
• Bin-by-bin “unfolded” to realistic mass spectrum (using HIJING, with assumptions 

cross checked with ALICE & CMS data) 

• RCP performed in pseudorapidity bins, with no shift to CM frame


28
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Minimum bias, rapidity integrated RpPb
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When integrating over rapidity & centrality, 
little evidence of a “Cronin” like peak: 

rather, a strong rise from 0.5 (participant scaling) 
to a nearly-constant region at RpPb~1.1 

Only a weak dependence on geometric model choice
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Rapidity dependence
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Triple differential measurement: pT, y* & centrality:  
A real “Cronin peak” observed in 0-1% & in Pb-going direction 

Ω=0.55 gives approximate scaling at high pT 

In general, no suggestion of suppression up to 15 GeV
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Connection to multiplicity?
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Connection to elliptic flow?
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Observe similarity between “Cronin” peak and  pT dependence of 
elliptic flow in Pb+Pb: peak at 3 GeV and ~constant above 8 GeV:  

is the “Cronin” peak hydrodynamical in origin?  

ATLAS, Phys.Lett. B707 (2012) 330-348



“Double ridge” in p+Pb: flow in p+Pb?
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Confirmation of multiparticle correlations
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Similar results arrived at using multi particle cumulants: 
2-particle cumulants still see non-flow at high pT, 

while 4-particle cumulants (*) agree with 2PC: 
Coupled with data from all LHC experiments & PHENIX, 

why shouldn’t flow be visible in RpPb?

Phys. Lett. B 725 (2013)



Jets measured over a wide (pseudo)rapidity 
range in p+Pb collisions
• Full sample of 2013 p+Pb data 

• Both beam directions are included, 31 nb-1 total 

• Jets reconstructed with identical algorithm as in Pb+Pb 
• Sensitive to local features (in ) of the underlying event 

• Corrected for trigger & reconstruction efficiency 
• Unfolded using bin-by-bin correction factors 

• Only performed in regions where the corrections are relatively mild O(20%) 
or less, and where there is no centrality dependence on JES and JER 

• Many corrections cancel in RCP 

• Do not cancel when comparing with PYTHIA pp reference 

• Systematics include uncertainties on: 
• JES, JER, reweighting, trigger, centrality


35

Talks by A. Angerami (Tuesday plenary)  
and D. Perepelitsa (Thursday parallel)
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RCP in rapidity bins vs. pT
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ATLAS-CONF-2013-105
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RCP in rapidity bins vs. pT
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Strong suppression 
of central spectrum vs. 

peripheral 
!

For a fixed centrality 
selection and pT, 

RCP decreases with 
increasing (p-going) y*

ATLAS-CONF-2013-105



RCP in rapidity bins vs. pT and p
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ATLAS-CONF-2013-105
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RCP in rapidity bins vs. pT and p
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The p-scaling is quite robust - and was not predicted  
(except perhaps as a scaling with Bjorken, not Feynman, “x”) 

Is this an indication of energy loss, e.g. initial state?

ATLAS-CONF-2013-105

For same jet momentum 
(i.e. p=pT cosh[y*]), scaling 
with rapidity, is observed 

at all centralities
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Suppression relative to PYTHIA (minbias)
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RpPb in y* bins, using PYTHIA as pp reference: 
~constant at 1.1-1.2 is observed from mid-y* to forward. 

no substantial net suppression or enhancement
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RpPb(PYTHIA) in centrality bins
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Dividing 0-90% into centrality intervals shows, that with increasing pT 
- jets are enhanced in peripheral collisions 
- jets are suppressed in central collisions 

Similar effect seen in PHENIX: similar origin?  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Lessons from comparing Pb+Pb & p+Pb
• Symmetric (Pb+Pb) vs. asymmetric (p+Pb) systems 

• Leaves clear signature in dNch/dη at forward angles 

• Strong rapidity dependence to magnitude of “Cronin” peak in RpPb 

• New ideas about the NN aspect of Glauber calculations 
• Collective effects 

• Correlations show clear signatures of collective effects 

• Does similar pT dependence of RpPb and flow correlations suggest common origin? 
• Nuclear wave function at forward rapidities 

• Clear evidence of isospin effects in W production in Pb+Pb 

• Z  in Pb+Pb shows little modification relative to pp 

• No striking evidence of nPDFs even at forward rapidities from W/Z 
• Jet suppression 

• Clear suppression by a factor of 2 between peripheral and central 

• Essentially no suppression observed in minimum bias p+Pb 

• “p scaling” of forward jet suppression in p+Pb an intriguing, unexpected feature
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We are “looking forward” to the next HI and p+Pb runs, 
with higher energy and higher luminosity



RpPb comparison with ALICE
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Extra slides 


44



“Cronin” peak in RCP vs. η 
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ATLAS-CONF-2012-120
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The symmetric ridge
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Subtracting the constant recoil contribution  
leaves a sinusoidal yield vs. ∆ɸ: near and away side yields  

are nearly identical, and behave similarly to Pb+Pb
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Integrated v2 vs. centrality


47

 [GeV]〉
T
PbEΣ〈

20 40 60 80 100 120

2v

0

0.05

0.1

{2}2v
{4}2v
{2PC}2v

 hydro{2}2v

ATLAS  
-1bµ= 1 int = 5.02 TeV,  LNNsp+Pb,  

 < 5 GeVT0.3 < p
| < 2.5η|

{2}2v
{4}2v
{2PC}2v

 hydro{2}2v

For mid-central and beyond, 2PC and v2{4} 
tell the same story, similar to hydro calculations

Phys. Lett. B 725 (2013)



Flow fluctuations
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Glauber or MC-KLN in different centrality bins!
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Hard Probes: Photon yields
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Figure 11: E�ciency corrected yields of prompt photons in |⌘| < 1.3 using HI tight cuts, isolation cone
radius Riso = 0.3 and isolation energy of 6 GeV. Statistical errors are shown by the error bars. Systematic
uncertainties on the photon yields are combined and shown by the yellow bands. The scale uncertainties
due only to hTAAi are tabulated for each bin in Table 1.
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