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LEP - Tevatron - LHC Epochs
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But, wanna coverage the analysis to the signal-rich region efficiently  

=> Benefit sensitivity study (especially data-driven) and the subsequent NP identification 

[ATLAS,1807.07447]

[CMS-PAS-EXO-19-008]

Compare data with the simulated background for 
each channel over its full/sub phase space  

Recently correlated to DNN by [D’Agnolo et. al., 
2018,Simone et. al., 2018]



Novelty (Anomaly) Detection
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Novelty detection - a task in ML closely related to this goal 



Novelty (Anomaly) Evaluation

The history of addressing ``novelty detection’’ is essentially one of developing 
novelty evaluators/evaluating methods for the testing sample 

These evaluators/evaluating methods in principle can be applied to both semi-
supervised and fully unsupervised learning which are distinguished by how to 

model the backgrounds (simulation-based or data-driven)
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Broad Classification of  Novelty Evaluators
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Isolation-based

Clustering (density)-based

[J. Hajer, Y. Li, TL, H. Wang; arXiv:1807.10261] 



Isolation-based

The novelty of a given testing point (     ) is evaluated according to its 
distance to or isolation from the distribution of the ``known-pattern’’ 

data in the feature space (the ``known-pattern’’ data distribution could 
be either from simulation or from the control-region data).  

  The other testing points in the sample are irrelevant.

7



                 : mean distance of a testing data point to its k nearest neighbors    

                 : average of the mean distances defined for its k nearest neighbors  

                     : standard deviation of the latter  

All quantities are defined w.r.t. the training sample

Novelty measure: range unnormalized Novelty evaluator: 0  O  1

Isolation-based I: k-Nearest Neighbors 
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[J. Hajer,  Y. Li, TL, H. Wang; arXiv:1807.10261] 
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Isolation-based II: Reconstruction Error

Reconstruction error: a measure of the distance of the testing 
point to the distribution of the known-pattern data   

In essence, isolation-based 

[T. Heimel et. al.; M. Farina et. al; 2018] 
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Clustering (density)-based

The novelty of a given testing point is evaluated according to the data  
clustering around this point on top of the known-pattern data distribution 

in the feature space.   

The testing data around this given testing point are relevant. 
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             : mean distance of a testing data point to its k nearest neighbors in the 
training dataset   

             : mean distance of a testing data point to its k nearest neighbors in the 
testing dataset  

m: dimension of the feature space 

Novelty response is evaluated by comparing local densities of the testing point 
in the training and testing samples 

dtest
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Clustering (Density)-based I: k-Nearest Neighbors

[J. Hajer,  Y. Li, TL, H. Wang; arXiv:1807.10261] 
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Clustering (Density)-based II: ANODE 

Novelty response is evaluated by comparing probability densities of the testing point in 
the ``background’’ and ``data’’ samples
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Data in both regions can 
be scored high!

Novelty response
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Synergy of  Both

Scored low by O_iso

Scored high by O_iso

Expect the O_clu high scoring 
for the known-pattern data from 
non-signal bulk to be  
compensated for by their low-
scoring from O_iso

[J. Hajer,  Y. Li, TL, H. Wang; arXiv:1807.10261] 

            Oclu
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Center slightly shifted, with S/B = 1/20
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Synergy of  Both

Significance curve for the synergy-based evaluator  
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Weakly-supervised Learning/CWoLa

Assign labels to each event in the 
mixed samples (0 => M0; 1 => M1) 
and then performs supervised learning 

S0/B0 =/ S1/B1: optimize S0/B0 vs 
S1/B1 <=> optimize S vs B 

If S0/B0 => 0, S1/B1 => 1, then 
reduced to fully supervising learning 

Novelty evaluation (=> mixed samples in 
favor of S [high-score bin] and B [low-

score bin], respectively) can be combined 
with the WSL algorithm, to further improve 

the sensitivity performance of the 
classifier for novelty detection [Collins, Howe, Nachman, 1805.02664]



First application to Real Data
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New Idea Testing

Despite this progress, most of these new ideas are proof-of-concept => 
Needs to test their performance in a more realistic environment  

[Shih, HKIAS 2021 HEP program]
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 Opportunity from Open Data!

Despite this progress, most of these new ideas are proof-of-concept => 
Needs to test their performance in a more realistic environment  
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 Opportunity from Open Data!
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 Summary

The null results for the NP searches at LHC strongly call for 
strategies of searching for highly unexpected signals   

The ML techniques developed for novelty/anomaly detection in 
last decades come in handy      

Open data, committed for open science, provides a great 
opportunity to fill up the gap between proof of concept of these 
ideas and real data analysis … …                            



LHC

  At tree level, we have 

Here                                            can be understood as a measure of the de 

   

At loop-level, we have  
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Thank you!
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