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The Large Hadron Collider {EHE)

proton-proton collider
: Geneva

center of mass energy of 13.6 TeV Ge T HGE T ATOAS = :7'

40 MHz interaction rate

most intense conditions
result in proton bunch
collision, or “event” every
25 nanoseconds!



https://cds.cern.ch/record/1708847

ATLAS Run 3 [arXiv:2305.16623]
X New Small Wheel (NSW) barrel toroid

The ATLAS Detector Cehombere. muon chambers magnet

general purpose detector at

the LHC muon endca
chambers

several upgrades installed in
preparation for Run 3 which 8
started in July 2022 SRR
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https://arxiv.org/abs/2305.16623

25 nanoseconds / event
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3 MB of data / event

Level-1 hardware trigger system
‘ Custom hardware

100 kHz event accept rate
2.5 us latency


https://indico.cern.ch/event/745580/attachments/1702285/2786691/Maurizio_Pierini_Presentation.pdf
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hardware based fixed-latency
system

processes energy deposits from
calorimeters

Calculates Trigger Objects (TOBSs):
e clectrons, photons, taus
e large radius jets, small radius jets

e missing E. & ZE.

New Feature Extractors (FEXs)
for upgraded algorithms and
performance!



More extreme
conditions in Run 3
with much higher

pile-up £ .
more recent collisions =higher p

ATLAS Online 2011-12: (u) = 18.5
fs=7,8TeV,26.41b"
2015-18: (u) = 33.7
{s=13TeV, 147 fb"
2022-23: (u) = 44.6
{s=13.6 TeV, 49 b

ATLAS Online
Vs=13.6 TeV, 49fb
2022: (uy =42.5

Bl 2023:{u)=50.2
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ATLAS Public Luminosity Results



https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun3

1 More extreme Increased resolution

conditions in Run 3 and digital signal
with much higher processing in the
pile-up calorimeters

Layer 3
AnxA® = 0.1x0.1

Trigger Towers Super Cells

AnxA® = 0.1x0.1

Layer 2

AnxA® = 0.025)
Layer 1
AnxA® = 0.025x0.1

Layer O
AnxA® = 0.1x0.1

ATLAS Liquid Argon Calorimeter Phdse-1 Upgrade TDR



https://cds.cern.ch/record/1602230/
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More extreme
conditions in Run 3
with much higher

pile-up

JFEX 3 jet events expected efficiency
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Vs=14TeV, <p> =60

Offline: p, > 30 GeV, m| <25
At least 1 jet within AR < 0.6
Online: 3 jets required

®* Run2lLt

=  Anti-k, from jTowers

+ Run3jFEX
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eFEX electron events expected efficiency

L1 Electron Trigger Efficiency

Increased resolution
and digital signal
processing in the
calorimeters

ATLAS Simulation Preliminary

s =14 TeV, <p> =80
Truth: In| < 1.37,1.52 < |n| <25

< Run 2, L1_EM24VHI
—+— Run3eFEX, ET > 21 GeV
---m--. Run 3 eFEX, ET > 28 GeV

100
Truth Electron E 1 [GeV]

ATLAS Public L1Calo Trigger Results

More sophisticated
hardware and
algorithms that result
in better expected
performance!

gFEX large radius jet events

per-Jet Efficiency
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults

Custom L1Calo Hardware

D - | electron Feature Extractor (eFEX)

m 24 ATCA modules
m X(iéinx Virtex 7 processor FPGAs, 1 Xilinx Virtex 7 control
FPGA
m Utilizes full calorimeter granularity to identify electron, photon,
and tau objects

= 6 ATCA modules
o 4 Xilinx Virtex Ultrascale+ FPGAs, 1 Zynq Ultrascale+
control FPGA

= Small radius jets, large radius jets, taus, missing E., and 2E.

global Feature Extractor (gFEX)

= 1 ATCA module
o 3 Xilinx Virtex Ultrascale+ FPGAs, 1 Zynq Ultrascale+ SoC
® Entire calorimeter on one board, large radius jets, small radius

jets, missing ET, and ZET g




= 6 boxes map ~7.5k fibers from LAr
and Tile calorimeters to FEXs

= Topo-FOX maps ~1.5k fibers from
L1Calo & L1Muon to L1Topo

32 modules

Processes all Tile trigger towers
Extension of the Run 2 module
Bridge legacy and Run 3 systems

All hardware fully
installed and integrated
with the calorimeter
inputs and the ATLAS
readout systems!

m 7 ATCA modules

= Sends clock and other signals, and
collates and buffers data for one shelf
of eFEX/JFEX modules

= 3 ATCA modules
o 2 Xilinx Virtex Ultrascale+ FPGAs
o 1 Zynq Ultrascale+ control FPGA
= Topological algorithms with FEX and
L1Muon trigger object inputs

Details in L1Topo talk at 12:20 on Friday!



https://indico.tlabs.ac.za/event/112/timetable/?view=standard#115-the-atlas-level-1-topologi

Integration and:Commissioning

Intense process that started as early as 2019 in the Surface Test Facility at CERN

Surface Test Facility holds a full set of source modules, FEXs, and the destination
L1Topo module, and provides a testing infrastructure not available at any one
institution.
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System fully installed in the ATLAS electronic cavern!

Full mapping has been validated all the way from the calorimeters through the
FEXs and to L1Topo

Full monitoring of all systems through Detector Control Systems in the ATLAS
Control Room

All systems operating within
planned power and thermal
parameters
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® L1_EM22VHI New Run 3
L] L1:eEM26M = Trigger
EIeCtron, phOton and tau trlggers reglJIarly used In i ATLAS Preliminary

LHC Fill 8695

ATLAS. (5136 TeV
: w/o OVL

Reduces rate by ~5kHz while increasing L

Py

efficiency! Single electron trigger efficiencies in data
[L1CaloPublicResults]

Legacy triggers disabled in May 2023!
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ATLAS Preliminary
Run 451896

Offline Electron E, > 27 GeV
A HLT_e26_lhtight_ivarloose_L1_eEM26M
v HLT_e26_lhtight_ivarloose_L1_EM22VHI
o L1_eEM26M
e L1_EM22VHI

Rate reduction with

new Run 3 triggers
[L1CaloPublicResults]
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https://cds.cern.ch/record/2858776
https://cds.cern.ch/record/2858776
https://cds.cern.ch/record/2858776

Takes advantage of increased calorimeter
granularity and provides increased scope for
calibration

Algorithmically complete, parameters being
tuned

ETIrniSS triggers under commissioning

Small-radius jet triggers enabled in July 2023
alongside legacy jet triggers!

Niklas Schmitt
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Online: 3 jets required

* Run2lt

"  Anti-k, from jTowers

* Run3jFEX

150 200 250 300 350 400
Offline Jet p i [GeV]

Simulated JFEX 3-jet efficiencies
[L1CaloPublicResults]



https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults

David Miller

pFPGAC pFPGAA  pFPGAB pFPGA C

global Feature Extractor (gEEX)

Large-radius jet, small radius jet and baseline
ETIrniSS trigger algorithms fully implemented, and
parameters are being tuned

Utilizes a System on

>
. Q
Chip and custom OS [
2
Small-radius jet 2 e N
: 2 o. : oy éiTn!].lﬂe.‘Stigrqellmmary
triggers enabled July .
2023 alongside legacy S, e
4 - ; o 7~ L1__J100(Run1L1Cansim.) L1_G140 x4 ﬁ
jet triggers! R i y
o A 23 subjets A 23 subjets
400 500
uncalibrated p’:‘ [GeV] p—
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Simulated gFEX large radius jet efficiencies [L1CaloPublicResults]



https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults

Summary

15 institutions worldwide with experts at home institutions and at CERN!
Several years of work to commission and install the currently running system!

Plans to continue commissioning of the remaining new Run 3 triggers, hope to be
fully enabled in 2024!
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eFEX vs legacy TOB energy

ATLAS Preliminary
Run 438532
EMB | £0.8

CP EMTOB E; [GeV]

TREX readout vs
eFEX inputs

Legacy module with
legacy readout
compared to legacy
module with felix
readout

T

eFEX input E_[GeV]

ATLAS Preliminary
60— Run: 427394 LB: 994

s =13.6 TeV
50(n-¢ matched Towers

50 60 70
TREX output ET [GeV]

ATLAS Preliminary
60— Run: 427394 LB: 994

fs=13.6 TeV
50(—L1Calo TREX readout

50 60 70

LUT CP (FELIX) [GeV]
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