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Disclaimer
๏ Given the audience of this conference, I don't want this talk to 

turn into a shopping list of searches done at the LHC in 
general and in CMS in particular 
★ Even if I wanted to, I'd not fit in anywhere close to 50 minutes! 

๏ Instead, I'll focus on things, which I believe may be more 
interesting to the broad experimental and theoretical 
community attending this conference 

๏ I'll talk about new ideas, new search tools, and - of course! - 
about some new and not so new excesses we have seen in the 
LHC data 

๏ You can find many more search results on public Web pages of 
the ATLAS, CMS, and LHCb experiments, as well as in the talks 
by Eric Chabert (this afternoon), Mohamed Zaazoua (tomorrow 
morning), and Ethan Lewis Simpson, Phuti Rapheeha, Andrea 
Coccaro, Anza-Tshilidzi Mulaudzi (tomorrow afternoon)
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https://cms-results-search.web.cern.ch
https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/Summary_all.html
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Outline
๏ Looking for Unknown 
๏ New Tools for the New Paradigm 
๏ Towards Low Masses and Small Couplings 
๏ Towards Long Lifetimes  
๏ Flavor Anomaly Inspired Searches 
๏ Run 2 Excesses 
๏ Conclusions
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LHC Run 2: Big Success
๏ Up to 160 fb-1 has been delivered by the LHC in Run 2 (2015−2018), 

at a c.o.m. of 13 TeV, exceeding the original integrated luminosity 
projections 

๏ About 140 fb-1 of physics-quality data recorded by each ATLAS & 
CMS; about 6 fb-1 has been recorded by the LHCb 

๏ Thank you, LHC, for a spectacular Run 2 and looking forward to 
even more exciting Run 3!
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Looking for Unknown
๏ The LHC has been successfully operating for 

over 13 years, transforming the entire landscape 
of searches for new physics 

๏ Despite a number of tantalizing hints seen by 
ATLAS, CMS, and LHCb over the years, apart 
from the observation of the Higgs boson and a 
number of QCD states, none of them raised to 
the discovery level yet; many are now gone 

๏ So, why are we still looking for new physics at 
the LHC and where should we look for it if we 
continue?
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The Why
๏ Why are we still covering something like a territory of Brazil 

with the Brazilian flag exclusion plots? 
★Many things are missing from the standard model (SM), hinting that 

it is likely incomplete 
✤ Physics issues: no gravity; no dark matter; no connection between the 

three generations of quarks and leptons; no quantitative explanation of 
the matter-antimatter asymmetry in the universe; no neutrino oscillations 

✤ Math issues: naturalness, which became a real problem since the 
discovery of the Higgs boson; "arbitrary" fermion masses; strong CP 
problem 

★Most of viable SM extensions that cure some of the above 
problems require new particles, dimensions, symmetries 

★Many lead to the phenomenology within the reach of the LHC, 
although there is no guarantee anymore 

★Many exclusions, while appear strong, are based on simplifying 
assumptions, which are often arbitrary (e.g., Br = 1) - read the fine 
print!
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The Where
๏ Given that the LHC has reached its ultimate energy, looking for 

heavy particles is a game of a diminishing return - it will take 
many years to discover something in this regime, if we haven't 
seen a hint so far 
★ No more low-hanging fruit! 

๏ The focus shifts to much more 
complicated signatures, which 
haven't been exploited thus far,  
as well as significantly more  
sophisticated analyses than we  
pursued during the earlier years 

๏ Doubling time has doubled since  
Run 2; it is now about three years 
★ Compatible with a "lifetime" of a graduate student in an LHC 

experiment, allowing for a well-designed and sophisticated analysis 
rather than a "luminosity chase"7
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Stairway to Hell
๏ The paradigm shift
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New Tools for the New Paradigm
๏ Use of new triggers not available earlier in the LHC running 

★ A variety of triggers optimized for long-lived particles - ATLAS, CMS, 
LHCb 

★ Trigger-level analysis (TLA), aka data scouting - ATLAS and CMS, and 
triggerless design with real-time alignment and calibration (LHCb) 

✤ Extensive use of GPU in the trigger (CMS, LHCb) 
★ ISR-based triggers with jet substructure and mass-decorrelated 

subjet taggers (ATLAS, CMS) 
๏ Data parking (ATLAS, CMS) 
๏ Novel approaches with machine learning (ML) techniques 

including weakly supervised and unsupervised ML 
๏ Clever use of existing detectors beyond their original design goals 
๏ In what follows I'll illustrate these concepts using a mix of older 

analyses, where the techniques were established, and some new 
results
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Toward Small Masses: Scouting
๏ Scouting analyses are based 

only on the high-level trigger 
(HLT) objects resulting in a 
very compact event size and 
vastly increased rate per 
bandwidth for the scouting 
data stream 
★ Avoids the use of (large) 

trigger prescales

10

0 1000 2000 3000 4000 5000 6000
 [GeV]Z'M

1−10

1

qg'

5% = Z'M / Z'Γ

10% = Z'M / Z'Γ

30% = Z'M / Z'Γ

50% = Z'M / Z'Γ

100% = Z'M / Z'Γ

qq→Z'

95% CL exclusions

Observed

Expected

~5% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1810.05905] resonance, tt

~10% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1905.10331] γBoosted Dijet+

, 13 TeV-177.0 fb
[arXiv:1909.04114]Boosted Dijet 

, 13 TeV-118.3 fb
[arXiv:1911.03761]Dijet+ISR jet 

, 8 TeV-119.7 fb
[arXiv:1802.06149]Dijet b-tagged 

, 8 TeV-119.7 fb
[arXiv:1604.08907]Dijet scouting 

, 13 TeV-135.9 fb
[arXiv:1806.00843]Dijet scouting 

, 13 TeV-1137 fb
[arXiv:1911.03947]Dijet 

~30% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1806.00843]Broad Dijet 

~100% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1803.08030] χDijet 

CMS Preliminary LHCP 2020

4

Dijet mass [GeV]
500 1000

Tr
ig

ge
r e

ffi
ci

en
cy

0

0.2

0.4

0.6

0.8

1

1.2

 (13 TeV)-127 fb

CMS

Dijet mass [GeV]
1000 2000 3000

Tr
ig

ge
r e

ffi
ci

en
cy

0

0.2

0.4

0.6

0.8

1

1.2

 (13 TeV)-136 fb

CMS

Figure 1: The efficiency of the trigger for the low-mass search (left) and the high-mass search
(right) as a function of dijet mass for wide jets, defined in Section 2.5, after all jet calibrations
and event selections discussed in Section 2. The horizontal lines on the data points show the
variable bin sizes.

these events allow a reduced HT threshold compared to the high-mass search. For the low-
mass search, Calo-jets with pT > 40 GeV are used to compute HT. The trigger threshold is
HT > 250 GeV, and we select events with mjj > 0.49 TeV for which the trigger is fully efficient,
as shown in Fig. 1. Here the trigger efficiency is measured using a prescaled sample acquired
with a data scouting trigger which required only that the event passed the jet trigger at L1
with HT > 175 GeV. This L1 trigger is also fully efficient for mjj > 0.49 TeV, measured using
another prescaled sample acquired with an even looser trigger with effectively no requirements
(zero-bias) at L1 and requiring at least one Calo-jet with pT > 40 GeV at the HLT. Unlike the
high-mass search, there were no single-jet triggers at the HLT in data scouting that would allow
for the recovery of the inefficiency in the L1 trigger in 9 fb�1 of data at the end of the run, so
only the first 27 fb�1 of integrated luminosity was used for the low-mass search.

The trigger efficiencies for the low-mass and high-mass regions are shown as functions of dijet
mass in Fig. 1. The binning choices are the same as those adopted for the dijet mass spectra:
bins of width approximately equal to the dijet mass resolution determined from simulation. All
dijet mass bin edges and widths throughout this paper are the same as those used by previous
dijet resonances searches performed by the CMS collaboration [5, 6, 8, 9, 11, 12, 15, 17]. Fig. 1
illustrates that the searches are fully efficient for the chosen dijet mass thresholds. For the
purpose of our search, full efficiency requires the measured trigger inefficiency in a bin to be
less than the fractional statistical uncertainty in the number of events in the same bin in the
dijet mass spectrum. For example, the measured trigger efficiency in the bin between 1246
and 1313 GeV in Fig. 1 (right) is 99.95 ± 0.02%, giving a trigger inefficiency of 0.05% in that
bin, which is less than the statistical uncertainty of 0.08% arising from the 1.6 million events in
that same bin of the dijet mass spectrum. This criterion for choosing the dijet mass thresholds,
mjj > 1.25 TeV for the high mass search and mjj > 0.49 TeV for the low mass search, ensures that
the search results are not biased by the trigger inefficiency.
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3 Search for narrow dijet resonances

3.1 Dijet mass spectra and background parameterizations

Figure 7 shows the dijet mass spectra, defined as the observed number of events in each bin
divided by the integrated luminosity and the bin width. The dijet mass spectrum for the high-
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Figure 7: Dijet mass spectra (points) compared to a fitted parameterization of the background
(solid curve) for the low-mass search (left) and the high-mass search (right). The horizontal
lines on the data points show the variable bin sizes. The lower panel in each plot shows the
difference between the data and the fitted parametrization, divided by the statistical uncer-
tainty of the data. Examples of predicted signals from narrow gluon-gluon, quark-gluon, and
quark-quark resonances are shown with cross sections equal to the observed upper limits at
95% CL.

mass search is fit with the parameterization

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)
, (1)

where x = mjj/
p

s; and P0, P1, P2, and P3 are four free fit parameters. The chi-squared per
number of degrees of freedom of the fit is c2/NDF = 38.9/39. The functional form in Eq. (1)
was also used in previous searches [5–18, 53] to describe the data. For the low-mass search
we used the following parameterization, which includes one additional parameter P4, to fit the
dijet mass spectrum:

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)+P4 ln2 (x)
. (2)

Equation (2) with five parameters gives c2/NDF = 20.3/20 when fit to the low-mass data,
which is better than the c2/NDF = 27.9/21 obtained using the four parameter functional form
in Eq. (1). An F-test with a size a = 0.05 [54] was used to confirm that no additional parameters
are needed to model these distributions, i.e. in the low-mass search including an additional
term P5 ln3 (x) in Eq.( 2) gave c2/NDF = 20.1/19, which corresponds to a smaller p-value than

https://link.springer.com/content/pdf/10.1007/JHEP08(2018)130.pdf
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Toward Small Masses: ISR
๏ Use high-pT single-photon or 

single jet triggers to record 
the events, require a 
substructure in the recoiling 
AK8 jet, and search for narrow 
resonances in the recoiling jet 
trimmed mass spectrum 

๏ Allows to go as low as 10 GeV 
in the resonance mass!
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Figure 1: The soft drop [38, 39] jet mass distribution of the signal region after the main back-
ground estimation fit is performed. The nonresonant background is indicated by a dashed line,
while the total background composed of the sum of this nonresonant background and the reso-
nant backgrounds is shown by the solid line. Representative signals are plotted for comparison.
The bottom panel shows the difference between the data and the final background estimate, di-
vided by the statistical uncertainty of the data in each bin. The shaded region represents the
total uncertainty in the background estimate in each bin.

CL. Systematic uncertainties are treated as nuisance parameters, which are modeled with log-
normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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Boost or Bust
✦ Typical trigger threshold on an ISR jet is ~500 GeV 
✦ If we want to extend the dijet search to even 

lower masses than the scouting technique allows, 
we typically have a boosted topology

32
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Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.
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normal priors and profiled in the limit calculations. Values of g

0
q greater than 0.3 are excluded

at 95% CL for the entire mass range. For most of the mass range below 50 GeV, made accessible
by the trigger strategy, the exclusion from this analysis is more stringent than the indirect limits
set by measurements of the Z boson and U meson decay widths [18].

In summary, a search for a low mass Z0 resonance decaying to qq pairs has been presented,
using data from proton-proton collisions at the LHC with a center-of-mass energy of 13 TeV.
Jet substructure and decorrelation techniques are implemented to search for narrow resonances
over a smoothly falling background of the jet groomed mass. No significant excess is observed
above the standard model expectation. Upper limits are placed on the quark coupling strength
g
0
q of Z0 bosons with masses between 10 and 125 GeV. Below 50 GeV, the results obtained with

this trigger strategy probe the lowest diquark resonance masses reached by a hadron collider.

Acknowledgments
We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC and thank the technical and administrative staffs at CERN and at other CMS
institutes for their contributions to the success of the CMS effort. In addition, we gratefully
acknowledge the computing centres and personnel of the Worldwide LHC Computing Grid

C
M

S,
 P

R
L 

12
3 

(2
01

9)
 2

31
80

3 

7 10 20 30 100 200 1000 2000
 [GeV]Z'M

1−10

1

qg'

5% = Z'M / Z'Γ

10% = Z'M / Z'Γ

30% = Z'M / Z'Γ

50% = Z'M / Z'Γ

100% = Z'M / Z'Γ

qq→Z'

95% CL exclusions

Observed

Expected

~5% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1810.05905] resonance, tt

~10% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1905.10331] γBoosted Dijet+

, 13 TeV-177.0 fb
[arXiv:1909.04114]Boosted Dijet 

, 13 TeV-118.3 fb
[arXiv:1911.03761]Dijet+ISR jet 

, 8 TeV-119.7 fb
[arXiv:1802.06149]Dijet b-tagged 

, 8 TeV-119.7 fb
[arXiv:1604.08907]Dijet scouting 

, 13 TeV-135.9 fb
[arXiv:1806.00843]Dijet scouting 

, 13 TeV-1137 fb
[arXiv:1911.03947]Dijet 

~30% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1806.00843]Broad Dijet 

~100% < Z'M / Z'Γ

, 13 TeV-135.9 fb
[arXiv:1803.08030] χDijet 

CMS Preliminary LHCP 2020

EM coupling

References 7

10 210

Z' mass (GeV)

1−10

1
 c

ou
pl

in
g 

st
re

ng
th

qg'
Observed limit
Expected limit
68% Expected
95% Expected
Indirect constraint: Z

ΥIndirect constraint: 

UA2

CDF: Run 1

CDF: Run 2

CMS ISR Jet: Run 2

: Run 2γATLAS ISR Jet & 

95% CL Upper limits

 (13 TeV)-135.9 fb

CMS

Figure 2: Upper limits at 95% CL on the coupling strength g
0
q of Z0 ! qq. The observed limit

is shown as a solid black line, while the expected limit is dashed. The green (dark) and yellow
(light) bands represent 1 and 2 standard deviation intervals. Limits from other searches and the
indirect constraint from measurements of the U and Z boson decay widths [18] are also shown.

[3] L. Randall and R. Sundrum, “An alternative to compactification”, Phys. Rev. Lett. 83
(1999) 4690, doi:10.1103/PhysRevLett.83.4690, arXiv:hep-th/9906064.

[4] L. A. Anchordoqui et al., “Dijet signals for low mass strings at the Large Hadron
Collider”, Phys. Rev. Lett. 101 (2008) 241803,
doi:10.1103/PhysRevLett.101.241803, arXiv:0808.0497.

[5] S. Cullen, M. Perelstein, and M. E. Peskin, “TeV strings and collider probes of large extra
dimensions”, Phys. Rev. D 62 (2000) 055012, doi:10.1103/PhysRevD.62.055012,
arXiv:hep-ph/0001166.

[6] P. H. Frampton and S. L. Glashow, “Chiral color: An alternative to the standard model”,
Phys. Lett. B 190 (1987) 157, doi:10.1016/0370-2693(87)90859-8.

[7] R. S. Chivukula, A. Farzinnia, E. H. Simmons, and R. Foadi, “Production of massive
color-octet vector bosons at next-to-leading order”, Phys. Rev. D 85 (2012) 054005,
doi:10.1103/PhysRevD.85.054005, arXiv:1111.7261.

[8] E. H. Simmons, “Coloron phenomenology”, Phys. Rev. D 55 (1997) 1678,
doi:10.1103/PhysRevD.55.1678, arXiv:hep-ph/9608269.

[9] U. Baur, M. Spira, and P. M. Zerwas, “Excited quark and lepton production at hadron
colliders”, Phys. Rev. D 42 (1990) 815, doi:10.1103/PhysRevD.42.815.

[10] UA1 Collaboration, “Two jet mass distributions at the CERN proton - anti-proton
collider”, Phys. Lett. B 209 (1988) 127, doi:10.1016/0370-2693(88)91843-6.

EM coupling

https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.123.231803


G
re

g 
La

nd
sb

er
g 

- B
SM

 S
ea

rc
he

s 
in

 C
M

S 
- K

ru
ge

r 2
02

2 
- 6

.1
2.

20
22

Toward Low Masses: ISR+Scouting
๏ One could also combine the two techniques, adding extra 

sensitivity 
★ The idea behind a CMS search for dijet resonances in three-jet events 

collected by a low-HT scouting trigger (4 kHz @ 1034 cm-2s-1) available 
for ~half of 2016 data taking (18 fb-1) 

★ Use large-R (1.1) jets offline to improve resolution and acceptance 
★ Limits set in the 350-700 GeV range as low as 1/3 of EM coupling
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4

denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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denominator of Eq. (1). We perform a maximum likelihood fit of the function in Eq. (1) to our
data in the mass range 290 < mjj < 1000 GeV. The chi-square per number of degrees of free-
dom of the fit is c2/NDF = 19.3/13, corresponding to a p-value of 0.11. Figure 1 also shows
the expected dijet mass distributions of a resonance signal for three different values of reso-
nance mass. The data distribution is well modeled by the background parameterization and
there is no evidence for a dijet resonance.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization of the back-
ground (solid curve). The background fit is performed in the range 290 < mjj < 1000 GeV.
The horizontal bars show the widths of each bin in dijet mass. The dashed lines represent the
dijet mass distribution from 400, 550, and 700 GeV resonance signals expected to be excluded at
95% CL by this analysis. The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainty of the data.

The dijet mass bin widths in Fig. 1 are the same as in the previous dijet searches, except for
the first bin which is more narrow, starting at a dijet mass value of 290 GeV. This lower bound
of the fit range and the jet pT threshold for the three-jet selection are determined in the follow-
ing way. We measure the distribution of the dijet mass in a signal-depleted region defined by
replacing the requirement |h1 � h2| < 1.1 with the requirement |h1 + h2| < 1.1. The dijet mass
in the signal-depleted region is calculated after flipping the sign of h of the second jet—the
sign of the z component of the momentum of the subleading jet is reversed and then the dijet
mass is calculated. For background events, the dijet mass distribution in the signal-depleted re-
gion, so calculated, is closely similar to the dijet mass distribution in the signal region because
the variables h1 � h2 in the signal region and h1 + h2 in the signal-depleted region have ap-
proximately the same uniform distribution between �1.1 and 1.1. The signal-depleted region
contains about the same number of background events and 50% fewer signal events, and 35%
of the observed events in the signal-depleted region are also in the signal region. Small data-
driven corrections, which change the observed number of events by less than 5%, are applied
to the dijet mass distribution in the signal-depleted region to make it the same as the back-
ground distribution in the signal region. These corrections, which are applied as a function of
the product of the two largest values of jet pT in the event, are obtained by fitting an analytic
function describing this product to the ratio of the numbers of events passing the signal se-
lection to the number of events passing the signal-depleted selection. The lower edge of dijet
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Figure 3: Upper limits at 95% CL on the universal quark coupling g
0
q, as a function of resonance

mass, for a narrow vector resonance that only couples to quarks. The observed limits (solid
curve), expected limits (dashed curve) and their variation at the 1 and 2 standard deviation
levels (shaded bands) are shown. The dashed-dotted curve shows the coupling strength for
which the cross section for dijet production in this model is the same as for a DM mediator (see
text).

8 Summary
A search for a narrow vector resonance of mass between 350 and 700 GeV decaying into two jets
has been performed in events containing at least three jets using proton-proton collision data atp

s = 13 TeV at the LHC corresponding to an integrated luminosity of 18.3 fb�1. The dijet mass
distribution of the two leading jets is smooth, and there is no evidence for a resonance. Upper
limits at 95% confidence level are set on the product of the cross section, branching fraction,
and acceptance as a function of resonance mass. This search excludes a simplified model of
interactions between quarks and dark matter particles of mass 1 GeV, where the interactions
are mediated by a vector particle with mass between 350 and 700 GeV, for coupling strengths
of gq = 0.25 and gDM = 1. Upper limits between 0.10 and 0.15 are also set on the coupling
to quarks g

0
q for a vector particle interacting only with quarks. These results represent the

most stringent upper limits in the mass range between 350 and 450 GeV obtained with a flavor-
inclusive dijet resonance search.
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Low-Mass Dimuon Resonances
๏ LHCb search based on regular dimuon 

triggers, as well as a CMS search 
based on the dimuon regular and 
scouting triggers 

๏ Nice complementarity between the 
two sets of results, interpreted as dark 
Z boson or in the context of 2HDM + 
complex singlet model w/ H-a mixing

13

6

renormalization and factorization scales (4.5%), and the modeling of the PDFs (1%) are ascribed
to the signal cross section. We set upper limits at 90% CL on e2 as a function of the Z

D
mass,

as shown in Fig. 3. These are compared with recent results from the LHCb Collaboration [16,
43] and indirect constraints at 95% CL from measurements of the electroweak observables [9].
This search sets the most stringent limits to date in the ⇠30–75 and 110–200 GeV mass ranges.
Furthermore, limits from this search are competitive with those obtained in Ref. [16] at lower
masses.
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Figure 3: Expected and observed upper limits at 90% CL on e2, the square of the kinetic mix-
ing coefficient, as a function of the Z

D
mass. Results obtained using the scouting (standard)

triggers are to the left (right) of the vertical purple line. Limits at 90% CL from the search per-
formed by the LHCb Collaboration [16] are shown in red, and constraints at 95% CL from the
measurements of the electroweak observables are shown in light blue [9].

In summary, a search has been presented for a narrow resonance decaying to a pair of muons
using proton-proton collision data recorded by the CMS experiment at

p
s = 13 TeV. The search

in the 45–75 and 110–200 GeV resonance mass ranges uses fully reconstructed data containing
a pair of muons with transverse momenta greater than 20 and 10 GeV, corresponding to an
integrated luminosity of 137 fb�1. The search in the resonance mass range of 11.5–45.0 GeV is
performed using data collected with high-rate dimuon triggers, corresponding to an integrated
luminosity of 96.6 fb�1. This is the first search that uses data with reduced trigger-level muon
information, collected with dimuon triggers that have transverse momentum thresholds of
3 GeV. The data are found to be consistent with the background prediction. The search sets
the lowest upper limits to date on the kinetic mixing coefficient of a dark photon in the ⇠30–75
and 110–200 GeV mass ranges.
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7 Summary

In summary, searches are performed for low-mass dimuon resonances produced in proton-
proton collisions at a center-of-mass energy of 13TeV using a data sample corresponding
to an integrated luminosity of 5.1 fb�1 collected with the LHCb detector. The X!µ

+
µ
�

decays can be either prompt or displaced from the proton-proton collision, where in
both cases the requirements placed on the event and the assumptions made about the
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Figure 2: Diagram illustrating the production of a scalar resonance f in a b hadron decay,
through mixing with an SM-like Higgs boson (H).

dedicated dimuon trigger stream (scouting) with low transverse momentum (pT) thresholds,
recorded at high rate by retaining a reduced amount of information. The rate of scouting trig-
gers is higher than that of the standard triggers owing to less stringent requirements that enable
dimuon resonance searches across mass and lifetime ranges that are otherwise inaccessible. The
selected data correspond to a total integrated luminosity of 101 fb�1 (41.5 fb�1 collected in 2017
and 59.7 fb�1 collected in 2018). Additional details on the data sets and triggers are provided
in Sections 2 and 3. The search targets narrow, low-mass, long-lived resonances decaying into
a pair of oppositely charged muons, where the lifetime of the long-lived particle is such that
the transverse displacement (lxy) of its decay vertex is within 11 cm of the primary interaction
vertex (PV). The signal is expected to appear as a narrow peak on the dimuon mass continuum,
with a resonance width smaller than the experimental mass resolution.

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters
extend the pseudorapidity (h) coverage provided by the barrel and endcap detectors. Muons
are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the
solenoid. The pixel tracker consists of four concentric barrel layers at radii of 29, 68, 109, and
160 mm, and three disks on each end at distances of 291, 396, and 516 mm from the center of
the detector [20]. A more detailed description of the CMS detector, together with a definition
of the coordinate system used and the relevant kinematic variables, can be found in Ref. [21].

A two-level trigger system is used to select events of potential physics interest. The first level of
the CMS trigger system (L1) [22], composed of custom hardware processors, uses information
from the calorimeters and muon detectors to select events of interest in a time interval of less
than 4 µs. The high-level trigger (HLT) processor farm further decreases the event rate from
around 100 kHz to about 1 kHz, before data storage. A more detailed description of the CMS
trigger system can be found in Ref. [23].

In addition to the standard HLT selection streams, a dedicated set of triggers exists that allows
the exploration of otherwise inaccessible phase space. This approach is referred to as data scout-

ing [14, 24]. The scouting trigger algorithms used in this search select events containing muon

7.2 Constraints on models of BSM physics 13

0.7 1 2 3 4 5 6 7 8 9 10 20 30 40 50
 [GeV]

DZm

6−10

5−10

4−10

3−10

2−10

)
µ
µ 

→ D
(Z

Β) DZ D
 Z

→
(H

 
Β

 (13 TeV)-1101 fb

CMS  2Xµ 2→ DZD Z→ H →gg 

=1 mmDZ
0τc

Observed limit (95% CL)

Median expected limit

68% expected

95% expected

0.7 1 2 3 4 5 6 7 8 9 10 20 30 40 50
 [GeV]

DZm

6−10

5−10

4−10

3−10

2−10

)
µ
µ 

→ D
(Z

Β) DZ D
 Z

→
(H

 
Β

 (13 TeV)-1101 fb

CMS  2Xµ 2→ DZD Z→ H →gg 

=100 mmDZ
0τc

Observed limit (95% CL)

Median expected limit

68% expected

95% expected

Figure 7: Exclusion limits at 95% CL on the branching fraction product B(H ! ZDZD)B(ZD !
µµ), as functions of the signal mass (mZD

) for ct
ZD
0 = 1 mm (upper) and 100 mm (lower).

The solid black (dashed red) line represents the observed (median expected) exclusion. The
inner green (outer yellow) band indicates the region containing 68 (95)% of the distribution
of limits expected under the background-only hypothesis. At mZD

& 5 GeV the bands are
asymmetrical, due to the small number of events observed in the corresponding search bins,
especially those with lxy > 0.2 cm. The vertical gray bands indicate mass ranges containing
known SM resonances, which are masked for the purpose of this search. The limits are obtained
using the combination of all dimuon event categories.
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Figure 6: Exclusion limits at 95% CL on the branching fraction product B(hb ! fX)B(f !
µµ), as functions of the signal mass (mf) for ct

f
0 = 1 mm (upper) and 100 mm (lower). The

solid black (dashed red) line represents the observed (median expected) exclusion. The inner
green (outer yellow) band indicates the region containing 68 (95)% of the distribution of limits
expected under the background-only hypothesis. The vertical gray bands indicate mass ranges
containing known SM resonances, which are masked for the purpose of this search. The limits
are obtained using the combination of all dimuon event categories.
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Figure 4: The dimuon invariant mass distribution is shown in bins of lxy as obtained from
selected dimuon events in data where both muons are isolated with p

µµ
T � 25 GeV: (upper left)

0.0  lxy < 0.2 cm; (upper right) 0.2  lxy < 1.0 cm; (middle left) 1.0  lxy < 2.4 cm; (middle
right) 2.4  lxy < 3.1 cm; (lower left) 3.1  lxy < 7.0 cm; (lower right) 7.0  lxy < 11.0 cm.
The distribution expected for a representative H ! ZDZD signal model with mZD

= 8 GeV

and ct
ZD
0 = 100 mm, corresponding to e = 1.2 ⇥ 10�7, is overlaid. The signal event yield

corresponds to a value of the branching fraction product B(H ! ZDZD)B(ZD ! µµ) = 1.2 ⇥
10�5, equal to the median expected exclusion limit at 95% CL set in this paper (see Section 7),
and is multiplied by a factor of 100 for display purposes. The vertical gray bands indicate mass
ranges containing known SM resonances, which are masked for the purpose of this search.

6 Parametrization of the invariant mass distribution
The search is performed by fitting mass distributions in the various categories to the sum of
signal plus SM background models. We target low-mass dimuon resonances whose intrinsic
width is assumed to be much narrower than the detector resolution. The signal dimuon mass
resolution (sµµ

mass) is estimated from simulated events to be about 1.1% of the mass, with an
uncertainty of about 50%, and both are independent of the signal mass and lifetime hypotheses.
The signal four-muon mass resolution is similarly estimated from simulated H ! ZDZD ! 4µ
events to be about 1.1% of the Higgs boson mass, with an uncertainty of about 50%. We use the
sum of a Gaussian function and a double-sided Crystal Ball function [45, 46] to model signal
dimuon (four-muon) invariant mass distributions in dimuon (four-muon) events.

5.2 Event categorization 7

Figure 3: The dimuon invariant mass distribution is shown in bins of lxy as obtained from
selected dimuon events in data where both muons are isolated with p

µµ
T < 25 GeV: (upper left)

0.0  lxy < 0.2 cm; (upper right) 0.2  lxy < 1.0 cm; (middle left) 1.0  lxy < 2.4 cm; (middle
right) 2.4  lxy < 3.1 cm; (lower left) 3.1  lxy < 7.0 cm; (lower right) 7.0  lxy < 11.0 cm.
The distribution expected for a representative hb ! fX signal model with mf = 2 GeV and
ct

f
0 = 1 mm is overlaid. The signal event yield corresponds to a value of the branching fraction

product B(hb ! fX)B(f ! µµ) = 1.2 ⇥ 10�8, equal to the median expected exclusion limit
at 95% CL set in this paper (see Section 7), and is multiplied by a factor of 100 for display
purposes. The vertical gray bands indicate mass ranges containing known SM resonances,
which are masked for the purpose of this search.

this category.

In each dimuon mass window, the SM background is modeled by fitting the dimuon invariant
mass distribution in data, as further described in Section 6. Finally, the dimuon mass windows
in all (lxy, p

µµ
T , isolation) bins and the single four-muon event category are used in combination

as input to a final likelihood fit for the interpretation of the results, as described in Section 7. In
the four-muon category, the two dimuon invariant mass distributions are not fitted separately.

1

1 Introduction
Cosmological evidence points to the existence of dark matter [1–4], whose origin remains one of
the outstanding problems in particle physics and cosmology. Beyond gravitational interactions,
dark matter is expected to interact very weakly, if at all, with standard model (SM) particles.
This introduces the possibility of a hidden (dark) sector of matter [5, 6]. Particles in the dark
sector would interact with the SM particles only via weakly interacting mediators.

One dark matter scenario involves a spontaneously broken dark U(1)D gauge symmetry, me-
diated by a dark photon, ZD [6]. In this scenario, the only renormalizable interaction with SM
particles is through kinetic mixing of the dark photon with the hypercharge gauge boson. In
addition, if a dark Higgs mechanism is responsible for the spontaneous breaking of the U(1)D
gauge symmetry, then the dark Higgs boson (HD) has a renormalizable coupling to the 125 GeV
SM-like Higgs boson (H), resulting in mixing between the two physical scalar states. Thus, the
hidden sector may interact with the SM either through the hypercharge portal via the kinetic
mixing coupling (denoted as e), or through the Higgs portal via the Higgs mixing (denoted
as k). The dark photon ZD may also mix with the SM photon (g) and the Z boson through
the hypercharge portal. In the absence of hidden-sector states below the ZD mass, this mixing
causes the ZD to decay exclusively to SM particles, with a sizable branching fraction to leptons,
with the coupling of the SM fermions to ZD being proportional to e. The ZD boson is expected
to be long-lived if e . 10�4. In this range of parameter values, the decays H ! ZZD and
H ! ZDZD through the hypercharge portal have negligible branching fractions. Diagrams in
Fig. 1 illustrate the production of two ZD bosons from a Higgs boson. Constraints have been
placed on the visible dark photon decays by beam dump [7], fixed-target [8], e+e� collider [9],
and rare-decay experiments [10], as well as by the LHCb [11–13] and CMS [14] experiments at
the CERN LHC.

H

✏Z ✏

ZD

✏
Z

✏

ZD

`

`

`

`

H


HD

ZD

ZD

`

`

`

`

Figure 1: Diagrams illustrating an SM-like Higgs boson (H) decay to four leptons (`) via two
intermediate dark photons, ZD [6]: (left) through the hypercharge portal; (right) through the
Higgs portal, via a dark Higgs boson (HD).

Other scenarios may produce a low-mass, long-lived resonance decaying into a muon pair.
For instance, one of the minimal extensions to the SM adds a singlet scalar field f, which mixes
with the H boson and couples to all SM fermions [15, 16]. In the hypothesis of weak coupling to
SM fermions with a signal mixing angle q . 10�3, f will be long-lived. Such a scalar resonance
may be produced in the decay of a b hadron, hb ! fX, as illustrated in Fig. 2. Constraints on
this model have been previously placed by the CHARM [17] and LHCb [18, 19] experiments.

This paper presents a search for narrow, long-lived dimuon resonances based on dimuon data
collected with the CMS experiment during the CERN LHC Run 2 in 2017 and 2018 using a
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4

The control region has fewer candidate tracks than the search region and is normalized to the
number of tracks in the search region. As shown in Fig. 1, the dE/dx distributions agree well
between control and search regions.
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Figure 1: The dE/dx distribution for hits on candidate tracks in the control and search regions
in 2018 data.

To estimate the background directly from data, we extrapolate the number of tracks in the con-
trol region from low N

low dE/dx
hits to the signal region at high N

low dE/dx
hits values, where the event

count is low. The distribution of this variable is shown in Fig. 2 for the four considered data
sets, in the search and control regions as well as for signal events. The extrapolation is done by
fitting the N

low dE/dx
hits distribution in the full control region with a binomial function. The use of

the binomial function to describe the N
low dE/dx
hits distribution is justified by the track hits being

a priori uncorrelated binary measurements by identical detector modules. The number of bi-
nomial measurements is given by the mean number of hits per track and the probability for a
measurement to have a positive outcome is given by the mean fraction of low-dE/dx hits per
track. However, instrumental effects, in particular radiation damage, affect the tracker mod-
ules in a way that the assumption of measurements from identical detectors is not strictly met.
As a consequence, the choice of a single dE/dx threshold yields a N

low dE/dx
hits distribution that

deviates from a binomial distribution. To restore a quasi-binomial behavior, layer-dependent
dE/dx thresholds are chosen to enforce an equal average binomial probability for each tracker
layer. The validity of the background estimation in the search region from a fit to the control
region is supported by the good agreement between the search and the control regions in the
distributions of dE/dx and of the multiplicity of low-dE/dx hits per track.

In order to extract the signal, we count the number of observed and expected tracks in the bins
of the N

low dE/dx
hits spectrum with the highest expected signal significance, separately for each

data period. These bins correspond to N
low dE/dx
hits = 5, 6, 7, 8, and � 9 for the early 2016 data

set, and N
low dE/dx
hits = 4, 5, 6, and � 7, for the late 2016, 2017, and 2018 data sets. The last

bin always includes all higher N
low dE/dx
hits values. In each data period, the considered bins are

treated as fully correlated such that both the total count and the shape of the distribution help
discriminate between the null and the signal hypotheses.
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Figure 2: Distribution of N
low dE/dx
hits in the search and control regions for the early 2016 (top left),

late 2016 (top right), 2017 (bottom left) and 2018 (bottom right) data sets. The vertical bars and
the shaded area correspond to the statistical uncertainty in the search and the control region,
respectively. The p-values of the fits c2 are 6% (early 2016), 78% (late 2016), 65% (2017) and
9% (2018). The top (bottom) lower panels show the ratio of the number of tracks observed in
the control (search) region and the fit function. The vertical bars correspond to the uncertainty
from statistical sources, while the shaded area gives the systematic uncertainty in the fit from
the difference with the alternative function and the binomial fit starting at N

low dE/dx
hits = 1.

We consider three distinct systematic uncertainties in the background prediction. The first un-
certainty arises from the fit function. Although binomial from first principles and corrected for
instrumental effects, residual correlations may make the N

low dE/dx
hits distribution slightly non-

binomial. To account for this, we fit the distribution with an alternative function, Ntracks(n) =
p0n

p1+p2n, where n = N
low dE/dx
hits and p0, p1, and p2 are free parameters. The second uncertainty

relates to the choice of the fit range, which is taken as the relative difference between the predic-
tions with the binomial fit starting at N

low dE/dx
hits = 0 and N

low dE/dx
hits = 1, except for early 2016

data where the N
low dE/dx
hits distribution is wider and the comparison is made with N

low dE/dx
hits

= 2. Finally, the uncertainty in the background prediction arising from the limited number of
tracks in the fitted control region is negligible.

The systematic uncertainties in the signal expectation come from the estimation of the FCP-
velocity-induced Level-1 (L1) trigger inefficiency, the simulation of the charge suppression of
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comparison.
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CMS PAS-EXO-19-006 

๏ Small couplings could lead to small charges 
๏ While dedicated small experiments MilliQan, FORMOSA are being proposed 

for dedicated searches for fractionally charged particles (FCPs) possibly 
produced at the LHC, even the present detectors have strong capabilities in 
this domain thanks to their redundancy and robust design 

๏ CMS silicon tracker has an excellent signal-to-noise ratio, which allows to 
use dE/dx ~ q2 signal to search for FCPs 

๏ Search focused on Drell-Yan production of FCP pairs 
๏ Count the number of hits on a track with dE/dx less than a layer-dependent 

threshold; signal region has 1 or 2 tracks w/ large number of low-dE/dx hits 
๏ Background can be reliably predicted from Z(μμ) events

https://cds.cern.ch/record/2841994/files/EXO-19-006-pas.pdf
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Toward Long Lifetimes
๏ Plethora of models and experimental results 
๏ Will highlight just a few in this talk

16

SUSY (RPV)

H(125) → XX

SUSY (RPC)
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Search for LLPs via Muon Detector
๏ First search at the LHC, which uses a muon detector as a 

sampling calorimeter (speaking of going way beyond TDR!) 
๏ Focuses on H → SS scenario, with a scalar S decaying into 

a pair of quarks or τ leptons 
๏ Reconstruct hadronic showers in the CMS endcap muon 

system, based on the number of hits 
๏ Spectacular signature, and largely model-independent

17
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validation region (VR) is defined by selecting events containing clusters with tcluster  �5 ns,
and is used to validate the background prediction method. To reject clusters composed of hits
from multiple bunch crossings, we require that the root mean square spread of a cluster’s hit
times is less than 20 ns.

There are several features that distinguish between signal and background clusters. Clusters
from all background processes occur more often at larger values of |h|, as the effectiveness of
the jet and muon vetoes decrease because of increasing reconstruction inefficiencies. Signal
clusters often occupy more than one CSC station and occur more frequently in stations further
away from the primary interaction point. A cluster identification algorithm was devised that
makes successively more restrictive |h| requirements as the number of CSC stations containing
hits and the distance between the station and the primary interaction point decrease. The clus-
ter identification algorithm has ⇠80% efficiency for clusters originating from S decays in the
simulation, and suppresses the background by a factor of 3.

The events that pass the cluster identification criteria are used to define the search region, and
those that fail are used as an additional in-time VR. The signal efficiency of the combined cluster
reconstruction, veto, and identification selections is shown as a function of the simulated r and
z decay positions of the particle S in Fig. 1. The combined efficiency averaged over the full
region of the CSC detector is 15–30% for the signal models considered.
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Figure 1: The signal efficiency of the combined cluster reconstruction, veto, and identification
selections as a function of the simulated r and z decay positions of S decaying to bb, for a
mass of 15 GeV and a uniformly distributed mixture of events with ct between 1–10 m. The
barrel and endcap muon stations are drawn as black boxes and labeled by their station names,
showing the geometry of the muon detectors. Regions occupied by the steel return yoke are
shaded in gray.

The number of hits in the cluster (Nhits) and the azimuthal angle between the cluster location
and the ~pmiss

T (Dfc) are used to make the final discrimination between signal and background.
The distribution of Nhits remains high at large Nhits values for signal events, but for background
events the distribution of Nhits decreases sharply with increasing Nhits values. For signal, Dfc
peaks near zero either because the~pmiss

T results from the same S decay that produced the cluster
or the large p

miss
T requirement tends to select highly boosted Higgs bosons for which the S and

H momentum vectors are spatially close to each other. For the backgrounds, Dfc is indepen-
dent of Nhits, enabling the use of the matrix (ABCD) method to predict the background yield
in the signal-enriched bin D as ND = (NANC)/NB, where NX is the background event yield in
each bin X. Bin A includes events with Dfc � 0.75 and Nhits > 130; bin B includes events with
Dfc � 0.75 and Nhits  130; bin C includes events with Dfc < 0.75 and Nhits  130; and bin

5

D includes events with Dfc < 0.75 and Nhits > 130. The distributions of Nhits in bins C and D,
and Dfc in bins A and D are shown in Fig. 2, for the data and for the signal assuming S ! dd
decays with various S masses.
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Figure 2: Distributions of Nhits (left) and Dfc (right) in the search region. The background
predicted by the fit is shown in blue with the shaded region showing the fitted uncertainty.
The expected signal with B(H ! SS) = 1%, S ! dd, and ct = 1 m is shown for mS of 7, 15,
40, and 55 GeV in various colors and dotted lines. The Nhits distribution includes only events
in bins C and D, while the Dfc includes only events in bins A and D. The last bin in the Nhits
distributions includes overflow events.

To account for a potential signal contribution to bins A, B, and C, a binned maximum likelihood
fit is performed simultaneously in the four bins, with a common signal strength parameter
scaling the signal yields in each bin. The background component of the fit is constrained to obey
the ABCD relationship. Systematic uncertainties that affect the signal yield are missing higher
order QCD corrections (21%), cluster reconstruction and identification efficiency (6%), veto
efficiencies (4%), jet energy scale (4%) [56], simulation sample statistical uncertainties (3–5%),
and luminosity (1.6%) [57–59]. These systematic uncertainties and the statistical uncertainty of
the simulated signal samples are treated as nuisance parameters in the fit.

The background estimation procedure is validated using events in the OOT and in-time VRs,
predicting 1.3± 0.6 and 1.4± 0.6 events respectively. In both VRs, 2 events are observed. In the
signal-depleted A, B, and C bins of the search region, we observe 3, 96, and 47 events in the data,
respectively. Using the fit procedure described above and assuming no signal contribution, we
predict 2.0 ± 1.0 background events in the signal-enriched region D, and observe 3 events.
The uncertainty in the background prediction is dominated by the statistical uncertainty in
the event yields of the signal-depleted A, B, and C bins. No excess of events above the SM
background is observed.

We evaluate 95% confidence level (CL) limits on the branching fraction B(H ! SS) using the
modified frequentist criterion CLs [60–62] with the profile likelihood ratio test statistic. The
upper limits are shown in Fig. 3 for the S ! dd and S ! t+t� decay modes, as a function
of ct for a selection of values of mS. The exclusion limits for S ! bb are within 3% of the
exclusion limits for S ! dd for mS > 2mb.

In summary, proton-proton collision data at
p

s = 13 TeV recorded by the CMS experiment in

6
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Figure 3: The 95% CL expected (dotted curves) and observed (solid curves) upper limits on the
branching fraction B(H ! SS) as functions of ct for the S ! dd (left) and S ! t+t� (right)
decay modes. The exclusion limits are shown for four different mass hypotheses: 7, 15, 40, and
55 GeV.

2016–2018, corresponding to an integrated luminosity of 137 fb�1, have been used to conduct
the first search for beyond the standard model (SM) long-lived particles (LLPs) using the CMS
endcap muon detectors as a calorimeter. Based on a unique detector signature, the search is
largely model-independent, with sensitivity to a broad range of LLP decay modes and to LLP
masses as low as a few GeV. With the excellent shielding provided by the inner CMS detector,
the background is suppressed to a low level and a search for a single LLP decay is possible.
No significant deviation from the SM background is observed, and the most stringent limits on
the branching fraction of Higgs boson to LLP decaying to dd, bb, and t+t� are set for proper
decay lengths ct > 6, 20, and 40 m, and LLP masses of 7, 15, and 40 GeV, respectively. For
ct > 100 m, this search outperforms the previous best limits [30, 31] by a factor of 6 (2) for an
LLP mass of 7 (�15) GeV.
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Search for Displaced Jets
๏ Displaced jets is a powerful signature for long-lived particles in a 

variety of models from twin Higgs to SUSY 
๏ Typically requires dedicated triggers, as otherwise the rate of 

inclusive dijet events is too high 
๏ CMS has invested in several such triggers in Run 2, and achieved 

superior sensitivity in this type of searches 
๏ A typical displaced jet trigger requires a large scalar sum of jet pT 

(HT > 430-650 GeV) and ≥2 jets with a limit on a maximum number 
of prompt tracks 

๏ Offers sensitivity to a large set of models, including models with 
pair-produced dijet resonances 
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Figure 1: The Feynman diagrams for the different long-lived models considered, including the
jet-jet model (upper left), models with an exotic decay of the SM-like Higgs boson (upper right),
general gauge mediation models with eg ! g eG decay (second row, left), mini-split SUSY with
eg ! qq ec0

1 decay (second row, right), RPV SUSY with eg ! tbs decay (third row, left), RPV
SUSY with et ! b` decay (third row, right), RPV SUSY with et ! d` decay (lower left), and
dRPV SUSY withet ! dd decay (lower right).
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CMS Search for Displaced Jets
๏ The latest CMS search is based on 2017-2018 data and is combined 

with an earlier search with 2016 data 
๏ Eliminates background from nuclear interactions in the pixel detector 
๏ Several discriminating variables are used, including 𝛋, the sum of 

signed 2D IP significances over 6 leading vertex tracks 
★ Combined in a single boosted decision tree (BDT) discriminant 

๏ One event observed in the last BDT bin, with the background of  
0.75 ± 0.59 events
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for different layers of the pixel detector. In the NI-veto map, we can clearly see the structures
of the beam pipe (at r =

p
x

2 + y
2 ⇡ 23 mm), the four pixel layers (at r ⇡ 29, ⇡ 68, ⇡ 109, and

⇡ 160 mm), and the support rails (at r ⇡ 200 mm). In our search, any SV candidate that over-
laps with the NI-veto map is rejected. The loss of the fiducial volume within r < 300 mm due to
the veto is around 4%, and the efficiencies for signal events to pass this selection are generally
well above 90%. In the veto no requirement is placed on the z coordinates of the SVs, but the
impact of restricting the veto to the barrel region of the pixel detector (|z| < 27 cm) is negligible
on the signal efficiencies. A similar study on the structure of the CMS inner tracking system
using a more sophisticated NI reconstruction technique with 2016 data has been reported in
Ref. [78].
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Figure 2: Left: the NI-veto map based on the NI vertex reconstruction in the 2017 and 2018 data
collected by the CMS detector, the map corresponds to the geometry of the CMS pixel detector
used in 2017–2018 data taking [79]. The structures of the different pixel layers can be clearly
seen. Right: the efficiency for a given vertex candidate to pass the NI-veto as a function of
radius r.

The preselection criteria for this search, summarized in Table 1, are efficient for a wide range of
long-lived models with different final-state topologies.

Table 1: Summary of the preselection criteria.

SV/dijet variable Requirement
Vertex c2/ndof <5.0
Vertex invariant mass >4 GeV
Vertex transverse momentum >8 GeV
Second largest IP2D significance >15
e (SV track energy fraction in the dijet) >0.15
z (energy fraction from compatible PVs) <0.20
Vertex position in the x-y plane no overlap with the NI-veto map

5 Event selection and background prediction
After reconstructing the SV using the adaptive vertex fitter, we employ an auxiliary algorithm
to check the consistency between the SV system and the dijet system. For each displaced track
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Figure 3: The distributions of the vertex track multiplicity (upper left), vertex Lxy significance
(upper right), cluster RMS (lower left), and the magnitude of the signed Sig[IP2D] sum |k|
(lower right), for data, simulated QCD multijet events, and simulated signal events. Data and
simulated events are selected with the displaced-jet triggers and with the offline HT, jets pT,
and h selections applied. For a given event, if there is more than one SV candidate being recon-
structed, the one with the largest vertex track multiplicity is chosen. If the track multiplicities
are the same, the one with the smallest c2/ndof is chosen. The lower panels show the ratios
between the data and the simulated QCD multijet events. The blue shaded error bands and
vertical bars represent the statistical uncertainties. Three benchmark signal distributions are
shown (dashed lines) for the jet-jet model with mX = 300 GeV and varying ct0. For visualiza-
tion purposes, each signal process is given a cross section that yields 106 events produced in
the analyzed data sample.
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Figure 6: The predicted background yields and the number of observed events for the data in
the signal region, with N

3D
tracks smaller than 3 for both jets, shown for different bins of the GBDT

scores. The background predictions in different bins are correlated, since the events that are
used for background predictions in lower bins are also used in the background predictions in
higher bins. For comparison, three benchmark signal points are also shown (dashed lines) for
the jet-jet model with mX = 300 GeV and different lifetimes. For visualization purposes, each
signal process is given a cross section that yields 100 events produced in the analyzed data
sample.

CMS, PRD 104 (2021) 012015

https://journals.aps.org/prd/pdf/10.1103/PhysRevD.104.012015
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Search Results
๏ Limits in numerous models are set:

20
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Figure 7: The 95% CL upper limits on the pair production cross section of the LLP X, where a
100% branching fraction for X to decay to a quark-antiquark pair is assumed. Left: the upper
limits as functions of ct0 for different masses. Right: the upper limits as functions of the particle
mass for different ct0. The solid (dashed) curves show the observed (median expected) limits.
The shaded bands indicate the regions containing 68% of the distributions of the limits expected
under the background-only hypothesis.

times to a quark-antiquark pair of a specific flavor. The upper limits on the branching frac-
tion are calculated assuming the gluon-gluon fusion production cross section of a 125 GeV
Higgs boson at 13 TeV [60]. When the long-lived scalar particle decays to a light-flavor quark-
antiquark pair, branching fractions larger than 1% are excluded for ct0 between 1 and 340 mm
with mS � 40 GeV. When the long-lived scalar particle decays to a bottom quark-antiquark
pair, branching fractions larger than 10% are excluded for ct0 between 1 and 530 mm with
mS � 40 GeV. These are the most stringent limits to date on this model for ct0 between 1 and
1000 mm. For mS = 15 GeV, where the track multiplicity of the SV is small, and the tracks are
collimated due to the boost of S, the limits become worse. The limits are also worse for the
case where the scalar particle decays to a bottom quark-antiquark pair, because the decays of b
hadrons can produce tertiary vertices, which can be missed by the SV reconstruction we deploy
in this search.

The expected and observed upper limits on the pair production cross section of long-lived
gluinos in the GMSB eg ! g eG model are shown in Fig. 9, where a branching fraction of 100%
for the gluino to decay into a gluon and a gravitino is assumed. Since we do not require the
reconstructed SV to have associated tracks from both jets, the two separate displaced single
jets produced by the decays of the two long-lived gluinos in the eg ! g eG model can be paired
together and pass the selections, therefore the search is sensitive to the models with similar
signatures. When the gluino mass is 2400 GeV, signal efficiencies are around 21, 53, and 41%
in the 2017 and 2018 analysis for ct0 = 3, 30, and 300 mm, respectively. With the data samples
collected in 2016–2018, gluino pair production cross sections larger than 0.1 fb are excluded for
ct0 between 7 and 600 mm at meg = 2400 GeV. We then compute the upper limits on the gluino
mass for different ct0 according to the upper limits on the pair production cross section, and a
calculation at next-to-next-to-leading logarithmic precision matched to the approximated next-
to-next-to-leading order predictions (NNLOapprox+NNLL) of the gluino pair production cross
section at

p
s = 13 TeV [97–102]. Gluino masses up to 2450 GeV are excluded for ct0 between 6
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Figure 8: The expected and observed 95% CL upper limits on the branching fraction of the SM-
like Higgs boson to decay to two long-lived scalar particles, assuming the gluon-gluon fusion
Higgs boson production cross section of 49 pb at 13 TeV with mH = 125 GeV, shown at different
masses and ct0 for the scalar particle S. Left: the upper limits when each scalar particle decays
to a down quark-antiquark pair. Right: the upper limits when each scalar particle decays to
a bottom quark-antiquark pair. The solid (dashed) curves represent the observed (median ex-
pected) limits. The shaded bands represent the regions containing 68% of the distributions of
the expected limits under the background-only hypothesis.

and 550 mm. The largest gluino mass excluded is 2560 GeV with a ct0 of 30 mm. These limits
are the most restrictive to date on this model for ct0 between 1 and 1000 mm.

Figure 10 shows the expected and observed upper limits on the pair production cross section
of the long-lived gluinos in the mini-split eg ! qq ec0

1 model, assuming a branching fraction of
100% for the gluino to decay into a quark-antiquark pair and the lightest neutralino. The neu-
tralino mass is assumed to be 100 GeV. When the gluino mass is 2400 GeV, signal efficiencies
are around 31, 69, and 51% in the 2017 and 2018 analysis for ct0 = 3, 30, and 300 mm, re-
spectively. With the data samples collected in 2016–2018, gluino pair production cross sections
larger than 0.1 fb are excluded for proper decay lengths between 3 and 900 mm. The upper
limits on the pair production cross sections are then translated into upper limits on the gluino
mass for different ct0, based on the NNLOapprox+NNLL gluino pair production cross sections.
Gluino masses up to 2500 GeV are excluded for ct0 between 7 and 360 mm. The largest gluino
mass excluded is 2610 GeV with a ct0 of 30 mm. These bounds are the most stringent to date on
this model for ct0 between 10 and 1000 mm.

The expected and observed upper limits on the pair production cross section of the long-lived
gluinos in the eg ! tbs model are shown in Fig. 11 , where a branching fraction of 100% for
the gluino to decay into top, bottom, and strange quarks is assumed. When the gluino mass
is 2400 GeV, signal efficiencies are around 41, 81, and 66% in the 2017 and 2018 analysis for
ct0 = 3, 30, and 300 mm, respectively. With the data samples collected in 2016–2018, gluino
pair production cross sections larger than 0.1 fb are excluded for ct0 between 3 and 1490 mm
at meg = 2400 GeV. We then compute the upper limits on the gluino mass for different ct0
according to the upper limits on the pair production cross section and the calculation of the
NNLOapprox+NNLL gluino pair production cross sections. Gluino masses up to 2500 GeV are
excluded for ct0 between 3 and 1000 mm. The largest gluino mass excluded is 2640 GeV with a
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Figure 12: Left: the 95% CL upper limits on the pair production cross section for the long-lived
top squarks with met = 1600 GeV and 800 GeV, where a 100% branching fraction for et ! b`
decays is assumed, with equal branching fractions for e, µ, and t. The NNLOapprox+NNLL top
squark pair production cross sections for met = 1600 and 1000 GeV, as well as their variations
due to the theoretical uncertainties, are shown as horizontal lines. The solid (dashed) curves
show the observed (median expected) limits, and the shaded bands indicate the regions con-
taining 68% of the distributions of the limits expected under the background-only hypothesis.
Right: the 95% CL limits on the pair production cross section for the et ! b` model as a func-
tion of the mean proper decay length ct0 and the top squark mass met . The thick solid black
(dashed red) curve shows the observed (median expected) 95% CL limits on the top squark
mass as a function of ct0, assuming the NNLOapprox+NNLL cross sections. The thin dashed red
curves indicate the region containing 68% of the distribution of the limits expected under the
background-only hypothesis. The thin solid black curves represent the change in the observed
limit when the signal cross sections are varied according to their theoretical uncertainties.
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Machine Learning as a Tool
๏ Broad use of (deep) machine learning (ML) is to use it as a tool for discriminating 

complicated signatures from backgrounds 
★Many examples from the LHC from flavor tagging to identifying jets with substructure 

๏ Interesting recent example from CMS: end-to-end deep ML reconstruction of the 
ECAL to resolve overlapping photon showers 
★ Developed specifically for the H → aa→ɣɣɣɣ search 
★ A mass regression technique that uses low-level ECAL  

information to best reconstruct m(a) via a merged  
diphoton decay 

★ Capable of dealing with Lorentz boosts as high as 600! 
★ Performance in data validated using π0→ɣɣ decays

21
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Figure 1: Simulation results for the decay chain H ! AA, A ! gg at various boosts: (upper
plots) barely resolved, mA = 1.0 GeV, gL = 50; (middle plots) shower merged, mA = 0.4 GeV,
gL = 150; and (lower plots) instrumentally merged, mA = 0.1 GeV, gL = 625. The left column
shows the normalized distribution of opening angles between the leading (g1) and subleading
(g2) photons from the particle A decay, expressed by the number of crystals in the h direction,
Dh(g1, g2)

gen, versus the f direction, Df(g1, g2)
gen. Note that the distributions include con-

tributions outside of the plotted ranges and thus may not sum to unity within the displayed
ranges. The right column displays the ECAL energy shower pattern for a single A ! gg decay,
plotted in relative ECAL crystal index coordinates and color-coded by energy. In all cases, only
decays reconstructed as a single PF photon candidate passing selection criteria are used.
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Figure 4: Mass regression performance for simulated A ! gg samples generated uniformly
in (pT, mA), corresponding to mean boosts in the range hgLi = 600–50 for mA = 0.1–1.2 GeV.
Upper: Regressed mG vs. generated mA. The regressed mG is normalized in 0.025 GeV vertical
slices of the generated mA. The color scale to the right of the plot gives the normalized number
of events per vertical slice in 0.025 GeV bins of mG. Lower left: The MAE (blue circles, use left
scale) and MRE (red squares, use right scale) vs. the generated mA. For clarity, the MRE for
mA < 0.1 GeV is not shown since its value diverges as mA ! 0. Lower right: The mA regres-
sion efficiency as a function of the generated mA. The hatched region shows the efficiency for
single photons. The vertical bars on the points show the statistical uncertainty in the simulated
sample.
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Figure 4: Mass regression performance for simulated A ! gg samples generated uniformly
in (pT, mA), corresponding to mean boosts in the range hgLi = 600–50 for mA = 0.1–1.2 GeV.
Upper: Regressed mG vs. generated mA. The regressed mG is normalized in 0.025 GeV vertical
slices of the generated mA. The color scale to the right of the plot gives the normalized number
of events per vertical slice in 0.025 GeV bins of mG. Lower left: The MAE (blue circles, use left
scale) and MRE (red squares, use right scale) vs. the generated mA. For clarity, the MRE for
mA < 0.1 GeV is not shown since its value diverges as mA ! 0. Lower right: The mA regres-
sion efficiency as a function of the generated mA. The hatched region shows the efficiency for
single photons. The vertical bars on the points show the statistical uncertainty in the simulated
sample.

17

an advantage or disadvantage depends on the application. For an analysis searching for iso-
lated A ! gg decays [45], background processes from neutral mesons in jets will be smeared
in mass, providing a distinct advantage for separating their mass spectra from that of true
A ! gg decays peaking at similar masses. The optimization of the end-to-end technique for
the mass regression of neutral mesons in jets is beyond the scope of this paper.

The unique capability of the end-to-end technique to reconstruct highly boosted particle decays
thus opens the door to physics searches in boost regimes previously inaccessible to existing
reconstruction algorithms. Additionally, because of the difficulty of obtaining low-energy p0

decays (E ⇡ 1 GeV) with increasing luminosity, the ability to reconstruct the more abundantly
available high-energy (E ⇡ 10 GeV) p0 decays instead offers the possibility of improving the
reach of existing CMS ECAL intercrystal calibration methods, which rely on such decays [8].
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Figure 6: Reconstructed mass mG for end-to-end (red circles), photon NN (blue squares), and
3⇥3 (gray triangles) algorithms for hadronic jets from data enriched with p0 ! gg decays. All
distributions are normalized to the same number of events, including those outside mA-ROI.
The statistical uncertainties in the distributions are negligible.

9 Robustness of the algorithm
To further assess the robustness and generalizability of the end-to-end ML-based mass regres-
sor, we study how the regressed mass varies with respect to a number of key quantities of
interest. Such studies are useful in revealing potential biases of the mass regressor technique
to kinematic regions and detector conditions for which it was not trained. These mass depen-
dence studies are performed on data using both p0 ! gg events and electrons from events
enriched with Z ! e+e� decays.

9.1 Mass dependence on kinematic quantities

We first measure the dependence of the regressed mass on reconstructed kinematic quantities
such as pT, G and hG. These studies have the caveat outlined in Section 8.2 concerning the distor-
tions in the regressed p0 invariant mass distribution coming from jet hadronization. Figure 7
(left) shows a two-dimensional plot of the regressed mass versus pT, G for 20 < pT, G < 35 GeV.
A clear band is observed that is independent of pT, G. We attribute this band to well-isolated
p0 ! gg decays, which are more prominent in this relatively low-pT, G range. This is consistent
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...and its Application
๏ Based on this regression  

technique, a dedicated  
analysis for a very light  
pseudoscalar a in a  
0.1-1.2 GeV mass range  
has been conducted 

๏ Look for an excess  
in the plane of two  
reconstructed ɣɣ  
masses, for the  
overall mass in the  
H boson window 

๏ Sensitivity exceeds that from the generic limits based on  
H →ɣɣ decays, demonstrating the power of the technique
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6

systematic (stat + syst) uncertainties. We find no statistically significant excess in the data over
the SM background predictions for mA masses in the range 0.1–1.2 GeV.

The CLs criterion [47, 48] is used to interpret this result in terms of excluded B(H ! AA ! 4g)
values. The observed upper limit on B(H ! AA ! 4g) at 95% confidence level (CL) as a func-
tion of mA in the range 0.1-1.2 GeV is shown in Fig. 2, and varies between (0.9–3.3)⇥10�3 for mA
values 0.1–1.2 GeV. The expected 95% CL limits and their associated 68 and 95% confidence in-
tervals (CI) are determined by simulating SM background-only pseudo-experiments. The LHC
measurements of B(H ! gg) [1, 2] give an effective upper bound on a possible measurement
of B(H ! AA ! 4g) because of the degeneracy between the final states. The constraint from
the CMS measurement [1] is shown in Fig. 2. It is relevant for values of mA ⇡ 0.1 GeV where
the A ! gg decay resembles a single photon and increases at larger mA. Our observed upper
limits thus set the best constraints for this decay mode in the mA range that we study.
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Figure 2: Observed (black solid curve with points) and median expected (blue dashed curve)
95% CL upper limit on B(H ! AA ! 4g) as a function of mA for prompt A decays. The 68%
(green band) and 95% (yellow band) CIs are plotted around the expected limit. The 95% CL
upper limit from the CMS measurement [1] of B(H ! gg) is also shown (red band, where the
width represents the uncertainty in the measurement).

We estimate the upper limits for long-lived A decays by comparing the signal yield in the
mA-SR \ mH-SR for different simulated A decay lengths compared with that for prompt de-
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Lepton Flavor Anomalies
๏ Recently, a number of lepton flavor 

anomalies have been observed in 
various channels, largely driven by 
the LHCb experiment: 
★ ~3σ tension in R(D/D*), the ratio of 
𝓑(b → cτν)/𝓑(b → cƖν)  
[tree-level process] 

★ ~2σ deficit in various b → sμ+μ- 
transitions, compared to theory 
predictions, both in inclusive and 
differential measurements  
[loop-level process] 

★ ~3σ tension in R(K), R(K*), the ratio 
of 𝓑(b → sμ+μ-)/𝓑(b → se+e-)  
[loop-level process] 

๏ Arguably, the strongest hints of new 
physics to date that survived a 
dozen of years of the LHC program
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decay modes, a total shift on RK is computed for each of the vari-
ables examined. The resulting variations are typically at the permille 
level and hence well within the estimated systematic uncertainty on 
RK. Similarly, computations of the rJ/ψ ratio in bins of two kinematic 
variables also do not show any trend and are consistent with the 
systematic uncertainties assigned on the RK measurement.

In addition to B+ → J/ψK+ decays, clear signals are observed from 
B+ → ψ(2S)K+ decays. The double ratio of branching fractions, Rψ(2S), 
defined by

R
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provides an independent validation of the double-ratio analysis 
procedure and further tests the control of the efficiencies. This 
double ratio is expected to be close to unity2 and is determined to 
be 0.997 ± 0.011, where the uncertainty includes both statistical 
and systematic effects, the former of which dominates. This can be 
interpreted as a world-leading test of lepton flavour universality in 
ψ(2S) → ℓ+ℓ− decays.

The fit projections for the m(K+ℓ+ℓ−) and mJ/Ψ(K+ℓ+ℓ−) distribu-
tions are shown in Fig. 2. The fit is of good quality, and the value of 
RK is measured to be
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where the first uncertainty is statistical and the second systematic. 
Combining the uncertainties gives 

R

K

= 0.846

+ 0.044

− 0.041

. This is the 
most precise measurement to date and is consistent with the SM 
expectation, 1.00 ± 0.01 (refs. 3–7), at the level of 0.10% (3.1 standard 
deviations), giving evidence for the violation of lepton universality 
in these decays. The value of RK is found to be consistent in sub-
sets of the data divided on the basis of data-taking period, differ-
ent selection categories and magnet polarity (Methods). The profile 
likelihood is given in Methods. A comparison with previous mea-
surements is shown in Fig. 4.

The 3,850 ± 70 B+ → K+μ+μ− decay candidates that are observed 
are used to compute the B+ → K+μ+μ− branching fraction as a 
function of q2. The results are consistent between the different 
data-taking periods and with previous LHCb measurements37. 
The B+ → K+e+e− branching fraction is determined by combining 
the value of RK with the value of dB (B+

→ K

+
μ

+
μ

−)/dq2 in the 
region 1.1 < q2 < 6.0 GeV2 c−4 (ref. 37), taking into account correlated 
systematic uncertainties. This gives
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The 1.9% uncertainty on the B+ → J/ψK+ branching fraction2  
gives rise to the dominant systematic uncertainty. This is the most 
precise measurement of this quantity to date and, given the large 
(O(10%)) theoretical uncertainty on the predictions7,66, is consis-
tent with the SM.

A breaking of lepton universality would require an extension of 
the gauge structure of the SM that gives rise to the known funda-
mental forces. It would therefore constitute a significant evolution 
in our understanding and would challenge an inference based on 
a wealth of experimental data in other processes. Confirmation of 
any effect beyond the SM will clearly require independent evidence 
from a wide range of sources.

Measurements of other RH observables with the full LHCb data-
set will provide further information on the quark-level processes 
measured. In addition to affecting the decay rates, new physics can 
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> as a function of pT. The pT spectrum of the B+!→!J/ψK+ decays is similar to that of the corresponding B+!→!K+ℓ+ℓ− decays such that the 
measurement of rJ/ψ tests the kinematic region relevant for the RK measurement. The lack of any dependence of the value of r
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of B+ pT demonstrates control of the efficiencies. Uncertainties on the data points are statistical only and represent one standard deviation.
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Lepton Flavor Anomalies
๏ Recently, a number of lepton flavor 

anomalies have been observed in 
various channels, largely driven by 
the LHCb experiment: 
★ ~3σ tension in R(D/D*), the ratio of 
𝓑(b → cτν)/𝓑(b → cƖν)  
[tree-level process] 

★ ~2σ deficit in various b → sμ+μ- 
transitions, compared to theory 
predictions, both in inclusive and 
differential measurements  
[loop-level process] 

★ ~3σ tension in R(K), R(K*), the ratio 
of 𝓑(b → sμ+μ-)/𝓑(b → se+e-)  
[loop-level process] 

๏ Arguably, the strongest hints of new 
physics to date that survived a 
dozen of years of the LHC program
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decay modes, a total shift on RK is computed for each of the vari-
ables examined. The resulting variations are typically at the permille 
level and hence well within the estimated systematic uncertainty on 
RK. Similarly, computations of the rJ/ψ ratio in bins of two kinematic 
variables also do not show any trend and are consistent with the 
systematic uncertainties assigned on the RK measurement.
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provides an independent validation of the double-ratio analysis 
procedure and further tests the control of the efficiencies. This 
double ratio is expected to be close to unity2 and is determined to 
be 0.997 ± 0.011, where the uncertainty includes both statistical 
and systematic effects, the former of which dominates. This can be 
interpreted as a world-leading test of lepton flavour universality in 
ψ(2S) → ℓ+ℓ− decays.

The fit projections for the m(K+ℓ+ℓ−) and mJ/Ψ(K+ℓ+ℓ−) distribu-
tions are shown in Fig. 2. The fit is of good quality, and the value of 
RK is measured to be

R

K

(1.1 < q

2

< 6.0GeV

2

c

−4) = 0.846

+0.042+0.013

−0.039−0.012

,

where the first uncertainty is statistical and the second systematic. 
Combining the uncertainties gives 
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+ 0.044

− 0.041

. This is the 
most precise measurement to date and is consistent with the SM 
expectation, 1.00 ± 0.01 (refs. 3–7), at the level of 0.10% (3.1 standard 
deviations), giving evidence for the violation of lepton universality 
in these decays. The value of RK is found to be consistent in sub-
sets of the data divided on the basis of data-taking period, differ-
ent selection categories and magnet polarity (Methods). The profile 
likelihood is given in Methods. A comparison with previous mea-
surements is shown in Fig. 4.

The 3,850 ± 70 B+ → K+μ+μ− decay candidates that are observed 
are used to compute the B+ → K+μ+μ− branching fraction as a 
function of q2. The results are consistent between the different 
data-taking periods and with previous LHCb measurements37. 
The B+ → K+e+e− branching fraction is determined by combining 
the value of RK with the value of dB (B+
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The 1.9% uncertainty on the B+ → J/ψK+ branching fraction2  
gives rise to the dominant systematic uncertainty. This is the most 
precise measurement of this quantity to date and, given the large 
(O(10%)) theoretical uncertainty on the predictions7,66, is consis-
tent with the SM.

A breaking of lepton universality would require an extension of 
the gauge structure of the SM that gives rise to the known funda-
mental forces. It would therefore constitute a significant evolution 
in our understanding and would challenge an inference based on 
a wealth of experimental data in other processes. Confirmation of 
any effect beyond the SM will clearly require independent evidence 
from a wide range of sources.

Measurements of other RH observables with the full LHCb data-
set will provide further information on the quark-level processes 
measured. In addition to affecting the decay rates, new physics can 
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> as a function  
of B+ pT demonstrates control of the efficiencies. Uncertainties on the data points are statistical only and represent one standard deviation.
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Common Explanations?
๏ Interestingly, there are theoretical ways to 

reconcile several of these (and potentially other) 
anomalies simultaneously, including the 
observed effect in trees vs. loops 

๏ Theoretically preferred solutions: 
★ Pati-Salam leptoquarks (LQs)  

with flavor non-diagonal  
couplings 

★ Z'/W' with non-universal  
couplings

24 Credit: A. Crivellin
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Enter ATLAS & CMS
๏ ATLAS and CMS are pursuing: 

★ Direct searches for LQs, Z', and vector-like leptons proposed to explain 
flavor anomalies 

★ Tests of (charged) lepton flavor universality (LFU) - will highlight those 
✤ Evidence for H(μμ) clearly demonstrated LFU in Higgs Yukawa 
✤ Direct test of flavor anomalies using special triggers (ATLAS, CMS) and parked 

data (CMS) 
★ Searches for (charged) lepton flavor violation (LFV) 
★ Searches for flavor changing neutral current processes (FCNC) 

๏ Depending on the model, they may or may not be connected to one 
the other: 
★ LFUV without LFV (e.g., via a heavy Z' boson) 
★ LFUV with LFV (e.g., in LQ models) 
★ LFV without FCNC (e.g., via R-parity violating SUSY) 
★ LFV via FCNC (e.g., μ→eee via FCNC Z exchange) 

๏ Consequently, it's important to study them all to get a full picture 
★ Also, keeping in mind possible connection to (g-2)μ25
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Lepton Universality & W Boson
๏ Long-standing puzzle from LEP era: 

★ The W(τν) branching fraction is measured consistently higher in 
all four experiments w.r.t. the W(eν) or W(µν) branching fractions 

★ Combined result: Rτ/μ = 1.070 ± 0.026, 2.7σ from unity 
★ Possible hint of lepton non-universality or statistical fluctuation?

26

Lepton Lepton

non–universality universality

Experiment B(W → eνe) B(W → µνµ) B(W → τντ ) B(W → hadrons)

[%] [%] [%] [%]

ALEPH 10.78± 0.29 10.87± 0.26 11.25± 0.38 67.13± 0.40

DELPHI 10.55± 0.34 10.65± 0.27 11.46± 0.43 67.45± 0.48

L3 10.78± 0.32 10.03± 0.31 11.89± 0.45 67.50± 0.52

OPAL 10.71± 0.27 10.78± 0.26 11.14± 0.31 67.41± 0.44

LEP 10.71± 0.16 10.63± 0.15 11.38± 0.21 67.41± 0.27

χ2/dof 6.3/9 15.4/11

Table 5.5: Summary of W branching fractions derived from W-pair production cross-sections
measurements up to 207 GeV centre-of-mass energy.

 
W Leptonic Branching Ratios
ALEPH 10.78 ±  0.29
DELPHI 10.55 ±  0.34
L3 10.78 ±  0.32
OPAL 10.71 ±  0.27

LEP W→eν 10.71 ±  0.16
ALEPH 10.87 ±  0.26
DELPHI 10.65 ±  0.27
L3 10.03 ±  0.31
OPAL 10.78 ±  0.26

LEP W→µν 10.63 ±  0.15
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DELPHI 11.46 ±  0.43
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Figure 5.3: Leptonic and hadronic W branching fractions, as measured by the experiments,
and the LEP combined values according to the procedures described in the text.

94

Lepton Lepton

non–universality universality

Experiment B(W → eνe) B(W → µνµ) B(W → τντ ) B(W → hadrons)

[%] [%] [%] [%]

ALEPH 10.78± 0.29 10.87± 0.26 11.25± 0.38 67.13± 0.40

DELPHI 10.55± 0.34 10.65± 0.27 11.46± 0.43 67.45± 0.48

L3 10.78± 0.32 10.03± 0.31 11.89± 0.45 67.50± 0.52

OPAL 10.71± 0.27 10.78± 0.26 11.14± 0.31 67.41± 0.44

LEP 10.71± 0.16 10.63± 0.15 11.38± 0.21 67.41± 0.27

χ2/dof 6.3/9 15.4/11

Table 5.5: Summary of W branching fractions derived from W-pair production cross-sections
measurements up to 207 GeV centre-of-mass energy.

 
W Leptonic Branching Ratios
ALEPH 10.78 ±  0.29
DELPHI 10.55 ±  0.34
L3 10.78 ±  0.32
OPAL 10.71 ±  0.27

LEP W→eν 10.71 ±  0.16
ALEPH 10.87 ±  0.26
DELPHI 10.65 ±  0.27
L3 10.03 ±  0.31
OPAL 10.78 ±  0.26

LEP W→µν 10.63 ±  0.15
ALEPH 11.25 ±  0.38
DELPHI 11.46 ±  0.43
L3 11.89 ±  0.45
OPAL 11.14 ±  0.31

LEP W→τν 11.38 ±  0.21

LEP W→lν 10.86 ±  0.09
χ2/ndf = 6.3 / 9

χ2/ndf = 15.4 / 11

10 11 12
Br(W→lν) [%]

 

 

W Hadronic Branching Ratio

ALEPH 67.13 ±  0.40

DELPHI 67.45 ±  0.48

L3 67.50 ±  0.52

OPAL 67.41 ±  0.44

LEP 67.41 ±  0.27
χ2/ndf = 15.4 / 11

66 68 70

Br(W→hadrons) [%]

 

Figure 5.3: Leptonic and hadronic W branching fractions, as measured by the experiments,
and the LEP combined values according to the procedures described in the text.

94
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CMS Test of LFU
๏ Inclusive analysis targeting simultaneous extraction of 
β = {βe, βμ, βτ, βh} W boson branching fractions, using 
both leptonic and hadronic τ lepton decays 
★ Search includes W+jets, WW, tW, and tt production 
★ Categorizes events in multiple classes depending on the 

leptonic and jet content (e.g., μτh + 2 b jets) and uses 
global fit to simultaneously extract the branching 
fractions 

★ Uses kinematic information in dilepton events to separate 
leptons coming directly from the W boson decay from 
those coming from the intermediate τ lepton decays 

★ Unlike the analogous ATLAS analysis, does not use the 
lepton displacement to separate direct and τ lepton 
mediated decays

27
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CMS Results
๏ Results consistent with both LFU and ATLAS [Nature Phys. 17 (2021) 813] 

results, and complement ATLAS via the inclusion of the electron channel 
๏ Sensitivity to hadronic decays allow to test the CKM matrix unitarity and 

extract the poorly measured |Vcs| element with the precision rivaling the 
world average

28

World average (from  
D meson decays):

Extraction of |Vcs|:

CKM matrix unitarity:
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Table 5 lists the ratios obtained as described above, compared with those measured at LEP,
LHC, and Tevatron. The ATLAS Rt/µ extraction [13] has a smaller uncertainty than that of
CMS because it benefits, in part, from a four times larger pp data sample analyzed. Within the
current uncertainties, all CMS ratios are consistent with the LFU hypothesis given by R`/`0 ⇡ 1.

Figure 9: Two-dimensional distribution of the ratio Rt/e versus Rt/µ , compared with the corre-
sponding LEP [8, 9] and ATLAS [13] results and with the SM expectation. The green and yellow
bands (dashed lines for the LEP results) correspond to the 68% and 95% CL, respectively, for the
resulting two-dimensional Gaussian distribution. The corresponding 68% CL one-dimensional
projections (black error bars) are also overlaid for a better visual comparison with the ATLAS
Rt/µ result.

Table 5: Ratios of different leptonic branching fractions, Rµ/e = B(W ! µnµ)/B(W ! ene),
Rt/e = B(W ! tnt )/B(W ! ene), and Rt/µ = B(W ! tnt )/B(W ! µnµ), measured here
compared with the values obtained by other LEP [8], LHC [13, 16, 17], and Tevatron [14, 15]
experiments.

CMS LEP ATLAS LHCb CDF D0
Rµ/e 1.009 ± 0.009 0.993 ± 0.019 1.003 ± 0.010 0.980 ± 0.012 0.991 ± 0.012 0.886 ± 0.121
Rt/e 0.994 ± 0.021 1.063 ± 0.027 — — — —
Rt/µ 0.985 ± 0.020 1.070 ± 0.026 0.992 ± 0.013 — — —
Rt/` 1.002 ± 0.019 1.066 ± 0.025 — — — —

From the determined values of the average leptonic and inclusive hadronic W branching frac-
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Σij |Vij |
2 = 1.984 ± 0.021

|Vcs | = 0.967 ± 0.011

|Vcs | = 0.987 ± 0.011

CMS, PRD 105 (2022) 072008
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Table 4: Values of the W boson decay branching fractions measured here compared with the
corresponding LEP measurements [8, 9]. The lower rows list the average leptonic and inclu-
sive hadronic W branching fractions derived assuming LFU. The first and second uncertainties
quoted for each branching fraction correspond to statistical and systematic sources, respec-
tively.

CMS LEP
B(W ! ene) (10.83 ± 0.01 ± 0.10)% (10.71 ± 0.14 ± 0.07) %
B(W ! µnµ) (10.94 ± 0.01 ± 0.08)% (10.63 ± 0.13 ± 0.07) %
B(W ! tnt ) (10.77 ± 0.05 ± 0.21)% (11.38 ± 0.17 ± 0.11) %
B(W ! qq 0) (67.46 ± 0.04 ± 0.28)% —

Assuming LFU

B(W ! `n) (10.89 ± 0.01 ± 0.08)% (10.86 ± 0.06 ± 0.09)%
B(W ! qq 0) (67.32 ± 0.02 ± 0.23)% (67.41 ± 0.18 ± 0.20)%

Figure 6: Summary of the measured values of the W leptonic branching fractions compared
with the corresponding LEP results [8, 9]. The vertical green-yellow band shows the extracted
W leptonic branching fraction assuming LFU (the hatched band shows the corresponding LEP
result). The horizontal error bars on the data points indicate their total uncertainty.

https://journals.aps.org/prd/pdf/10.1103/PhysRevD.105.072008
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LFU in High-Mass Drell-Yan Pairs
๏ A spin-off of the CMS Z'/compositeness searches in the dilepton channels 
๏ Obtained a ratio of high-mass μ+μ- to e+e- events (via a double-ratio of 

data/simulation) 
๏ Possible hint for a small deficit around ~2 TeV
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Search for LFV τ → 3µ Decay
๏ The best limit was set a decade ago by Belle: B(τ → 3μ ) < 2.1x10-8 @90% CL 

★ At the LHC, ATLAS set a limit of 38 x 10-8 using W(τν) decays 
★ LHCb set a limit of 4.6x10-8 using τ leptons from B/D(s) meson decays (HF channel) 

๏ An analysis from CMS combines the W and HF channels to maximize the 
sensitivity 
★ The HF channel has Ds → φπ → μμπ as the normalization mode; W channel is 

normalized through the inclusive W cross section measurement 
๏ Set the limit at 8.0x10-8 (6.8x10-8 expected) @90% CL. in the combination of the 

two channels, dominated by the HF channel (2:1) 
๏ Finalizing the full Run 2 data analyses with an even more optimized selection, 

expected to approach Belle sensitivity
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Figure 2: Trimuon invariant mass distributions in the six independent event categories used in
the heavy-flavor analysis and defined in the text: A1, A2, B1, B2, C1, C2. The data are shown
with filled circles and vertical bars representing the statistical uncertainty. The background-
only fit and the expected signal for B(t ! 3µ) = 10�7 are shown with solid and dashed lines,
respectively.
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Figure 2: Trimuon invariant mass distributions in the six independent event categories used in
the heavy-flavor analysis and defined in the text: A1, A2, B1, B2, C1, C2. The data are shown
with filled circles and vertical bars representing the statistical uncertainty. The background-
only fit and the expected signal for B(t ! 3µ) = 10�7 are shown with solid and dashed lines,
respectively.
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Figure 1: Trimuon invariant mass distributions for barrel (left) and endcap (right) categories of
the W boson analysis. The data are shown with filled circles and vertical bars representing the
statistical uncertainty. The background-only fit and the expected signal for B(t ! 3µ) = 10�7

are shown with solid and dashed lines, respectively.

affects the endcap region, and is correlated between the barrel and endcap categories. The
other simulation correction uncertainties are uncorrelated between the two categories. The
second largest systematic uncertainty arises from the limited size of the simulated samples
and is uncorrelated between the two categories. The remaining uncertainties come from the
integrated luminosity [28], the W boson production cross section, and the W boson branching
fractions, all of which are correlated between the barrel and endcap categories. The systematic
uncertainties are summarized in Table 1.

Table 1: Sources of systematic uncertainties in the W boson analysis and their effect on the
signal efficiency and normalization for the barrel and endcap categories.

Uncertainty (%)
Source Barrel Endcap
Signal efficiency 7.9 32
Limited size of simulated samples 4.3 6.2
Integrated luminosity 2.5 2.5
pp!W cross section 2.9 2.9
B(W!µn) 0.2 0.2
B(W!tn) 0.2 0.2
Total 9.8 33

5 Search for t !3µ in heavy-flavor hadron decays
The measurement of the t ! 3µ branching fraction for t leptons produced in charm and bot-
tom decays is complicated by uncertainties in the production of heavy-flavor hadrons. These
uncertainties are reduced by utilizing the decay D+

s !fp+!µ+µ�p+ to normalize the signal
yield.

Simulated samples are used to estimate the relative production of t leptons from different
sources and to determine the acceptance and efficiency of the signal and normalization modes.
Four samples are used to extract the acceptance and efficiency. The first is a sample of D+

s !
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Figure 1: Trimuon invariant mass distributions for barrel (left) and endcap (right) categories of
the W boson analysis. The data are shown with filled circles and vertical bars representing the
statistical uncertainty. The background-only fit and the expected signal for B(t ! 3µ) = 10�7

are shown with solid and dashed lines, respectively.

affects the endcap region, and is correlated between the barrel and endcap categories. The
other simulation correction uncertainties are uncorrelated between the two categories. The
second largest systematic uncertainty arises from the limited size of the simulated samples
and is uncorrelated between the two categories. The remaining uncertainties come from the
integrated luminosity [28], the W boson production cross section, and the W boson branching
fractions, all of which are correlated between the barrel and endcap categories. The systematic
uncertainties are summarized in Table 1.

Table 1: Sources of systematic uncertainties in the W boson analysis and their effect on the
signal efficiency and normalization for the barrel and endcap categories.

Uncertainty (%)
Source Barrel Endcap
Signal efficiency 7.9 32
Limited size of simulated samples 4.3 6.2
Integrated luminosity 2.5 2.5
pp!W cross section 2.9 2.9
B(W!µn) 0.2 0.2
B(W!tn) 0.2 0.2
Total 9.8 33

5 Search for t !3µ in heavy-flavor hadron decays
The measurement of the t ! 3µ branching fraction for t leptons produced in charm and bot-
tom decays is complicated by uncertainties in the production of heavy-flavor hadrons. These
uncertainties are reduced by utilizing the decay D+

s !fp+!µ+µ�p+ to normalize the signal
yield.

Simulated samples are used to estimate the relative production of t leptons from different
sources and to determine the acceptance and efficiency of the signal and normalization modes.
Four samples are used to extract the acceptance and efficiency. The first is a sample of D+

s !

W channel HF channelCMS, JHEP 01 (2021) 163
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H(e/µ+τ) Search
๏ Search proceeds in 6 different channels, depending on the τ lepton decay mode (τe, 
τμ, τh) 

๏ Production mode is categorized according to the number of jets  
(0, 1, 2), and the 2-jet category is split into the VBF-like and the other  

๏ Signal is enhanced via a BTD that uses kinematic properties of the leptons and τh, 
the collinear, visible, and transverse masses 

๏ The dominant Z(ττ) background is estimated using the "embedding" technique 
based on Z(μμ) events in data with the muon footprints being replaced with 
simulated τ decays 

๏ Doesn't support a slight 2.2σ excess recently seen by ATLAS (CONF-2022-060), but 
can't rule it out either
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Figure 2: BDT discriminant distributions for the data and background processes in the H !
µth channel. A B(H ! µt) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 4: BDT discriminant distributions for the data and background processes in the H !
eth channel. A B(H ! et) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 7: Observed (expected) 95% CL upper limits on the B(H ! µt) (left) and B(H ! et)
(right) for each individual category and combined. The categories from top to bottom row
are µth 0Jets, µth 1Jet, µth 2 Jets, µth VBF, µte 0Jets, µte 1Jet, µte 2 Jets, µte VBF, and µt
combined (left) and eth 0Jets, eth 1Jet, eth 2 Jets, eth VBF, etµ 0Jets, etµ 1Jet, etµ 2 Jets, etµ
VBF, and et combined (right).

reported in Tables 4 and 5. The limits are also summarized in Table 6 and graphically shown
in Fig. 7. The limits are improved from previous results [30]. The improvement relies on the
larger data set, the updated background estimation techniques, and BDT classification. The
results are cross-checked with an additional investigation following the strategy in Ref. [30]
and are found to be consistent.

The upper limits on B(H ! µt) and B(H ! et) are subsequently used to put constraints on
LFV Yukawa couplings [11]. The LFV decays et and µt arise at tree level from the assumed
flavor violating Yukawa interactions, Y`a`b , where `a, `b are the leptons of different flavors (`a 6=
`b). The decay widths G(H ! `a`b) in terms of the Yukawa couplings are given by:

G(H ! `a`b) =
mH

8p
(|Y`a`b |2 + |Y`b`a |2),

and the branching fractions are given by:

B(H ! `a`b) =
G(H ! `a`b)

G(H ! `a`b) + GSM
.

The SM Higgs boson decay width is assumed to be GSM = 4.1 MeV [90] for mH = 125 GeV. The
95% CL upper limit on the Yukawa couplings obtained from the expression for the branching
fraction above is shown in Table 6. The limits on the Yukawa couplings are

p
|Yµt |2 + |Ytµ |2 <

1.11⇥10�3 and
p
|Yet |2 + |Yte |2 < 1.35⇥10�3 and are shown in Fig. 8. Tabulated results are

available in the HepData database [91].

Bµτ < 0.15% Beτ < 0.22%

CMS, PRD 104 (2021) 032013
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H(e/µ+τ) Search
๏ Search proceeds in 6 different channels, depending on the τ lepton decay mode (τe, 
τμ, τh) 

๏ Production mode is categorized according to the number of jets  
(0, 1, 2), and the 2-jet category is split into the VBF-like and the other  

๏ Signal is enhanced via a BTD that uses kinematic properties of the leptons and τh, 
the collinear, visible, and transverse masses 

๏ The dominant Z(ττ) background is estimated using the "embedding" technique 
based on Z(μμ) events in data with the muon footprints being replaced with 
simulated τ decays 

๏ Doesn't support a slight 2.2σ excess recently seen by ATLAS (CONF-2022-060), but 
can't rule it out either
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Figure 2: BDT discriminant distributions for the data and background processes in the H !
µth channel. A B(H ! µt) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 4: BDT discriminant distributions for the data and background processes in the H !
eth channel. A B(H ! et) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 7: Observed (expected) 95% CL upper limits on the B(H ! µt) (left) and B(H ! et)
(right) for each individual category and combined. The categories from top to bottom row
are µth 0Jets, µth 1Jet, µth 2 Jets, µth VBF, µte 0Jets, µte 1Jet, µte 2 Jets, µte VBF, and µt
combined (left) and eth 0Jets, eth 1Jet, eth 2 Jets, eth VBF, etµ 0Jets, etµ 1Jet, etµ 2 Jets, etµ
VBF, and et combined (right).

reported in Tables 4 and 5. The limits are also summarized in Table 6 and graphically shown
in Fig. 7. The limits are improved from previous results [30]. The improvement relies on the
larger data set, the updated background estimation techniques, and BDT classification. The
results are cross-checked with an additional investigation following the strategy in Ref. [30]
and are found to be consistent.

The upper limits on B(H ! µt) and B(H ! et) are subsequently used to put constraints on
LFV Yukawa couplings [11]. The LFV decays et and µt arise at tree level from the assumed
flavor violating Yukawa interactions, Y`a`b , where `a, `b are the leptons of different flavors (`a 6=
`b). The decay widths G(H ! `a`b) in terms of the Yukawa couplings are given by:

G(H ! `a`b) =
mH

8p
(|Y`a`b |2 + |Y`b`a |2),

and the branching fractions are given by:

B(H ! `a`b) =
G(H ! `a`b)

G(H ! `a`b) + GSM
.

The SM Higgs boson decay width is assumed to be GSM = 4.1 MeV [90] for mH = 125 GeV. The
95% CL upper limit on the Yukawa couplings obtained from the expression for the branching
fraction above is shown in Table 6. The limits on the Yukawa couplings are

p
|Yµt |2 + |Ytµ |2 <

1.11⇥10�3 and
p
|Yet |2 + |Yte |2 < 1.35⇥10�3 and are shown in Fig. 8. Tabulated results are

available in the HepData database [91].
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Figure 8: Expected (red line) and observed (black solid line) 95% CL upper limits on the LFV
Yukawa couplings, |Yµt | vs. |Ytµ | (left) and |Yet | vs. |Yte | (right). The |Yµt | or |Yet | couplings
correspond to left chiral muon or electron and right chiral t lepton, while |Ytµ | or |Yte | cou-
plings correspond to left chiral t lepton and right chiral muon or electron. In the left plot, the
expected limit is covered by the observed limit as they have similar values. The flavor diagonal
Yukawa couplings are approximated by their SM values. The green and yellow bands indicate
the range that is expected to contain 68% and 95% of all observed limit variations from the
expected limit. The shaded regions are constraints obtained from null searches for t ! 3µ or
t ! 3e (dark blue) [92] and t ! µg or t ! eg (purple) [93]. The blue diagonal line is the
theoretical naturalness limit |YijYji| = mimj/v

2 [11].

Table 4: Observed and expected upper limits at 95% CL and best fit branching fractions for
each individual jet category, and their combinations, in the H ! µt channel.

Expected limits (%)
0-jet 1-jet 2-jets VBF Combined

µte <0.34 <0.57 <1.13 <0.83 <0.27
µth <0.33 <0.43 <0.49 <0.30 <0.18
µt <0.15

Observed limits (%)
0-jet 1-jet 2-jets VBF Combined

µte <0.31 <0.36 <0.77 <0.58 <0.19
µth <0.37 <0.40 <0.50 <0.39 <0.24
µt <0.15

Best fit branching fractions (%)
0-jet 1-jet 2-jets VBF Combined

µte �0.03 ± 0.17 �0.40 ± 0.28 �0.66 ± 0.56 �0.41 ± 0.39 �0.14 ± 0.13
µth +0.05 ± 0.17 �0.05 ± 0.22 +0.02 ± 0.25 +0.10 ± 0.16 +0.07 ± 0.09
µt +0.00 ± 0.07

Bµτ < 0.15% Beτ < 0.22%

CMS, PRD 104 (2021) 032013

https://cds.cern.ch/record/2826869/files/ATLAS-CONF-2022-060.pdf
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.032013
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CMS LFV t → eµq Result
๏ CMS has a recent result in the t → eμu/c channel, using both the effects of this 

LFV vertex on production and decay 
★ Relies mainly on hadronic decays of the second top quark and on single t production 
★ Uses BDT and b-tag categories for optimal signal extraction 

๏ Considers an EFT formalism with the operators corresponding to scalar, vector, 
and tensor couplings 

๏ Substantially improves on world's best limit reaching sub ~10-7 sensitivity on the 
branching fraction
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the absence of signal. The observed distributions of the BDT discriminant, together with the
SM background expectations, before and after a fit to signal plus background hypothesis are
shown in Fig. 4.
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Figure 4: The BDT output distributions for data (points) and backgrounds (histograms) with
the ratio of data to the total background yield, before (middle panel) and after (lower panel) the
fit. Events with one or more b-tagged jets are shown in the left and right column, respectively.
The hatched bands indicate the total uncertainty (statistical and systematic taken in quadrature)
for the SM background predictions (cf. Section 6). Examples of the predicted signal contribu-
tion for the vector type CLFV interactions via eµtu and eµtc vertices are shown, assuming
Cx/L2 = 1 TeV�2. The signal production- and decay-mode contributions are summed. The
eµtc signal cross section is scaled up by a factor of 10 for improved visualization.

Upper limits on the production cross section for signal are set at 95% confidence level (CL)
using the modified frequentist CLs method [66, 67], with a likelihood ratio as a test statistic. The
limit setting procedure is performed for a given individual Wilson coefficient (Cvector, Cscalar,
or Ctensor) while the other Wilson coefficients are set to zero. Consequently, upper limits on the
Wilson coefficients are translated to limits on the related top quark CLFV branching fractions
[38]. Limits obtained for vector-, scalar- and tensor-like interactions are summarized in Table 3
and are displayed in Fig. 5. The sources of systematic uncertainty with the largest impact on
the estimated signal contribution depend on the CLFV interaction type. The three main sources
of uncertainty that are common among the CLFV interaction types are uncertainties in SM tt
FSR, electron SFs, and the normalization of the SM tt process.

The limit obtained on the tensor CLFV Wilson coefficient is more stringent than those on scalar
and vector coefficients because of its larger relative production cross section, as presented in
Table 1. Tabulated results are provided in HEPDATA [68]. When translated into limits on
the branching fractions to CLFV final states, the relative contributions of the tensor and scalar
operators to the decay translate into more stringent limits on the scalar operators [38].
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Table 3: Expected and observed 95% CL upper limits on signal cross sections (production and
decay modes), the CLFV Wilson coefficients, and top quark CLFV branching fractions.

Vertex Int. Cross section [fb] Ceµtq/L2 [TeV �2] B(10�6)
type Exp Obs Exp Obs Exp Obs

eµtu
Vector 7.02 6.78 0.12 0.12 0.14 0.13
Scalar 5.63 6.25 0.23 0.24 0.06 0.07
Tensor 10.01 9.18 0.07 0.06 0.27 0.25

eµtc
Vector 11.21 9.73 0.39 0.37 1.49 1.31
Scalar 9.11 8.88 0.87 0.86 0.91 0.89
Tensor 21.02 17.22 0.24 0.21 3.16 2.59
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Figure 5: The observed 95% CL exclusion limits on the eµtc; of the eµtu Wilson coefficient (left)
and B(t ! eµc) as a function of B(t ! eµu) (right) for the vector-, scalar-, and tensor-like
CLFV interactions. The hatched bands indicate the regions containing 68% of the distribution
of limits expected under the background-only hypothesis.

https://link.springer.com/content/pdf/10.1007/JHEP06(2022)082.pdf?pdf=button
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Search for LFV Resonances
๏ One could look for generic high-mass objects decaying via LFV 

channels: eμ, μτ, eτ 
๏ Classical examples are R-parity violating SUSY, LFV Z', 

quantum black holes 
๏ Recent CMS analysis based full Run 2 data 
๏ Standard background estimation techniques: irreducible from 

MC simulation, reducible from control data samples
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Figure 2: Invariant mass distributions for the eµ channel (upper), and collinear mass distribu-
tions for the et (lower left) and µt (lower right) channels. In addition to the observed data
(black points) and the SM prediction (filled histograms), the expected signal distributions for
three models are shown: the RPV SUSY model with l = l0 = 0.01 and t sneutrino mass of
1.6 TeV, LFV Z0 (B = 0.1) boson with a mass of 1.6 TeV, and the QBH signal expectation for
n = 4 and a threshold mass of 1.6 TeV. The bottom panel of each plot shows the ratio of data
and SM prediction. The bin width gradually increases with mass.
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and SM prediction. The bin width gradually increases with mass.

10

Ev
en

ts
 / 

G
eV

2−10

210

610

710 Data
tt

Multijets
Diboson

Single t
ll →Z

Uncertainty

LFV Z' 1.6 TeV
QBH 1.6 TeV
RPV 1.6 TeV

CMS

 (13 TeV)-1138 fb

µe

 [GeV]µem
0 500 1000 1500 2000 2500 3000D

at
a/

Pr
ed

.

0
1
2
3

Ev
en

ts
 / 

G
eV

2−10

210

610 Data
τMisID 

tt
Diboson

Single t
ll →Z

Uncertainty

LFV Z' 1.6 TeV
QBH 1.6 TeV
RPV 1.6 TeV

CMS

 (13 TeV)-1138 fb

τe

 [GeV]τem
0 500 1000 1500 2000 2500 3000D

at
a/

Pr
ed

.

0
1
2
3

Ev
en

ts
 / 

G
eV

2−10

210

610 Data
τMisID 

tt
Diboson

Single t
ll →Z

Uncertainty

LFV Z' 1.6 TeV
QBH 1.6 TeV
RPV 1.6 TeV

CMS

 (13 TeV)-1138 fb

τµ

 [GeV]τµm
0 500 1000 1500 2000 2500 3000D

at
a/

Pr
ed

.
0
1
2
3

Figure 2: Invariant mass distributions for the eµ channel (upper), and collinear mass distribu-
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LFV Resonance Limits
๏ Set stringent limits on tau sneutrino, LFV Z', QBH, as well as 

model-independent limits

34

CMS, arXiv:2205.06709
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Figure 3: Expected (black dashed line) and observed (black solid line) 95% CL upper limits
on the product of the cross section and the branching fraction as a function of the t sneutrino
mass in an RPV SUSY model for the eµ (upper), et (lower left), and µt (lower right) channels.
The shaded bands represent 68% and 95% uncertainties in the expected limits. The red and
blue solid lines show the predicted product of the cross section and the branching fraction as a
function of the tau sneutrino mass for two different values of the couplings.
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Figure 4: Expected (black dashed line) and observed (black solid line) 95% CL upper limits on
the product of the cross section and the branching fraction for a Z0 boson with LFV decays, in
the eµ (upper), et (lower left), and µt (lower right) channels. The shaded bands represent 68%
and 95% uncertainties in the expected limits. The red solid lines show the predicted product of
the cross section and the branching fraction as a function of the Z0 mass assuming B = 0.1 .
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the product of the cross section and the branching fraction for quantum black hole production
in an ADD model with n = 4 extra dimensions, in the eµ (upper), et (lower left), and µt (lower
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The red solid lines show the predicted product of the cross section and the branching fraction
as a function of the QBH threshold mass.
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Figure 7: Model-independent upper limits at 95% CL on the product of the cross section,
the branching fraction, acceptance, and efficiency are shown. Observed (expected) limits are
shown in black solid (dashed) lines for the eµ (upper), et (lower left), and µt (lower right)
channels. The shaded bands represent 68% and 95% uncertainties in the expected limits.
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FCNC with Top Quarks
๏ LFV and FCNC processes are often 

interconnected 
๏ Looking for FCNC in the quark sector is an 

interesting way of searching for new physics that 
may also lead to LFV and/or LFU violation 

๏ Top quark is a great laboratory to search for this 
process 
★ Decays before hadronizaton, so theoretical 

calculations are simpler and cleaner 
★ Has a large Yukawa coupling to the Higgs boson 
★ Third-generation FCNC operators are generally less 

constrained than first- and second-generation ones
35
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FCNC in Decays to H Bosons
๏ Promising channels to look are t → Hu, t → Hc 

★ Extremely small in the SM (GIM-suppressed,  
Br ~ 10-15...-17); can be significantly enhanced in 
2HDMs allowing possible detection at the LHC 

๏ Can look for utH/ctH vertices in both single and 
pair production of top quarks 

๏ Use the Higgs boson decay product invariant 
mass as the sensitive variable

36

H(bb)
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Flavor-changing quark decays mediated by neutral currents (FCNC) are forbidden at tree level
in the standard model (SM). They may proceed at higher orders in the perturbative expansion;
however, these rates are heavily suppressed by the Glashow-Iliopoulos-Maiani mechanism [1]
or Cabibbo-Kobayashi-Maskawa factors [2]. The SM branching fractions for the decay of a top
quark into a Higgs boson (H), t ! Hu and t ! Hc are expected to be O(10�17) and O(10�15),
respectively [3–6], placing them well below the current sensitivity of LHC experiments [7].
Thus, any observation of a t ! Hq FCNC interaction would be an unambiguous sign of new
physics. Here the symbol q denotes either a u or c quark.

In many scenarios of physics beyond the standard model (BSM), the t ! Hq branching frac-
tions are enhanced by many orders of magnitude beyond the SM values. Notable BSM models
leading to enhanced FCNC interactions include those of warped extra dimensions [8], compos-
ite Higgs boson models [9], two-Higgs doublet models [10–13], supersymmetric models with
R-parity violation [14], and quark-singlet models [15]. While these scenarios lead to sizable
FCNC interactions for a variety of neutral mediators other than the H, including the Z bo-
son (Z), the photon (g), and the gluon, some of the most significant enhancements are found
for t ! Hq interactions. The FCNC interactions, including those with the Higgs boson as
a mediator, can be described within the effective field theory (EFT) framework in terms of
dimension-six operators added to the SM Lagrangian (SMEFT) [16, 17]. The best constraints
on coefficients of dimension-six operators corresponding to FCNC interactions in the SMEFT
framework are achieved with combinations of multiple signatures, considering the H, Z, g,
and gluon as FCNC mediators.

Recent searches for FCNC interactions of the top quark and the Higgs boson were performed
by the ATLAS [7, 18, 19] and CMS [20] Collaborations, placing the experimental limits on the
t ! Hu and t ! Hc branching fractions at 1.2 ⇥ 10�3 and 1.1 ⇥ 10�3, respectively. This note
reports on improved upper limits on the t ! Hu and t ! Hc branching fractions, considering
both the associated production of a single top quark with the Higgs boson via a light-flavor
quark (ST production mode) and the decay of a top quark to a Higgs boson and light-flavor
quark in tt production (TT production mode), as shown in Fig. 1.

t H

u/c

t̅

γ

γ

t

Hu/c γ

γ

Figure 1: Representative Feynman diagrams for the considered FCNC production modes: as-
sociated production of a top quark with the Higgs boson (left) and tt production with the decay
of the top quark to a Higgs boson and an up or charm quark (right). The FCNC vertex in each
process is denoted with a red circle.

Results are based on the analysis of proton-proton (pp) collisions at a center-of-mass energy
of

p
s = 13 TeV, concentrating on the H ! gg decay mode. The data were collected with the
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Leptoquark Searches
๏ Leptoquarks (LQs) remain one of the favorite 

theoretical models capable of explaining both tree-
level anomalies seen in b → c𝓁ν decays and loop-
level anomalies seen in b → s𝓁𝓁 transitions 

๏ Typically require LQs with cross-generational 
coupling, often with enhanced  
couplings to the third-generation  
fermions 
★Motivates searches in the tτ, bτ, tν, bν  

LQ decay channels 
★ Can explore both single and pair  

production (the latter is independent  
of the LQ-𝓁-q coupling λ37

2

Figure 1: Feynman diagrams for dominant leptoquark production modes at leading order:
pairwise (left), and in combination with a lepton (right). In the scenarios considered the LQS
may couple to tt or bn, while the LQV may couple to tn or bt .

products may not be resolved as individual jets.

The search is based on a data sample of proton-proton (pp) collisions at a center-of-mass energy
of 13 TeV recorded by the CMS experiment at the CERN LHC in the years 2016–18, correspond-
ing to an integrated luminosity of 137 fb�1.

2 The CMS detector
The central feature of the CMS detector is a 3.8 T superconducting solenoid magnet with an
inner diameter of 6 m. Within the magnet volume are the following subdetectors: a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter. Muons are detected in gas-ionization chambers embedded in
the steel flux-return yoke outside the solenoid. In addition, two steel and quartz-fiber hadron
forward calorimeters extend the detection coverage to regions close to the beam pipe. A more
detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in Ref. [58]. Events of interest are
selected using a two-tiered trigger system [59]. The first level, composed of custom hardware
processors, uses information from the calorimeters and muon detectors to select events at a
rate of around 100 kHz within a fixed time interval of about 4 µs. The second level, known
as the high-level trigger, consists of a farm of processors running a version of the full event
reconstruction software optimized for fast processing, and reduces the event rate to around
1 kHz before data storage.

3 Simulated data samples
Monte Carlo (MC) event generators are used to simulate the SM background processes and
the signal. These simulations are used to guide the design of the analysis, to estimate minor
backgrounds, and to interpret the results.

Background events are generated at leading order (LO) for the W + jets and Z/g⇤ + jets
processes using the generator MADGRAPH5 aMC@NLO 2.2.2 (2.4.2) [60] for simulated events
matched with 2016 (2017–18) data, while the next-to-LO (NLO) generator POWHEG 2.0 [61–66]
is used for tt , tW, and diboson processes, and MADGRAPH5 aMC@NLO at NLO for tt + W,
tt +Z/g⇤, tttt , tZq, and triboson production. Both MADGRAPH5 aMC@NLO and POWHEG are
interfaced with PYTHIA 8.226 (8.230) [67] for parton showering and hadronization using the
tune CUETP8M1 [68] or CUETP8M2T4 [69] (CP5 [70]) and the NNPDF 3.0 [71] (3.1 [72]) par-

2

Figure 1: Feynman diagrams for dominant leptoquark production modes at leading order:
pairwise (left), and in combination with a lepton (right). In the scenarios considered the LQS
may couple to tt or bn, while the LQV may couple to tn or bt .

products may not be resolved as individual jets.

The search is based on a data sample of proton-proton (pp) collisions at a center-of-mass energy
of 13 TeV recorded by the CMS experiment at the CERN LHC in the years 2016–18, correspond-
ing to an integrated luminosity of 137 fb�1.

2 The CMS detector
The central feature of the CMS detector is a 3.8 T superconducting solenoid magnet with an
inner diameter of 6 m. Within the magnet volume are the following subdetectors: a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter. Muons are detected in gas-ionization chambers embedded in
the steel flux-return yoke outside the solenoid. In addition, two steel and quartz-fiber hadron
forward calorimeters extend the detection coverage to regions close to the beam pipe. A more
detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in Ref. [58]. Events of interest are
selected using a two-tiered trigger system [59]. The first level, composed of custom hardware
processors, uses information from the calorimeters and muon detectors to select events at a
rate of around 100 kHz within a fixed time interval of about 4 µs. The second level, known
as the high-level trigger, consists of a farm of processors running a version of the full event
reconstruction software optimized for fast processing, and reduces the event rate to around
1 kHz before data storage.

3 Simulated data samples
Monte Carlo (MC) event generators are used to simulate the SM background processes and
the signal. These simulations are used to guide the design of the analysis, to estimate minor
backgrounds, and to interpret the results.

Background events are generated at leading order (LO) for the W + jets and Z/g⇤ + jets
processes using the generator MADGRAPH5 aMC@NLO 2.2.2 (2.4.2) [60] for simulated events
matched with 2016 (2017–18) data, while the next-to-LO (NLO) generator POWHEG 2.0 [61–66]
is used for tt , tW, and diboson processes, and MADGRAPH5 aMC@NLO at NLO for tt + W,
tt +Z/g⇤, tttt , tZq, and triboson production. Both MADGRAPH5 aMC@NLO and POWHEG are
interfaced with PYTHIA 8.226 (8.230) [67] for parton showering and hadronization using the
tune CUETP8M1 [68] or CUETP8M2T4 [69] (CP5 [70]) and the NNPDF 3.0 [71] (3.1 [72]) par-
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Figure 6: The observed and expected 95% CL LQ exclusion limits in the plane of the LQ-lepton-
quark coupling and the mass of the LQ for single (brown lines) and pair (blue lines) production,
and considering their sum (black lines). Regions to the left of the lines are excluded. The
upper plot pertains to an LQS with equal couplings to tt and bn, while the lower plots are for
an LQV assuming k = 0 (left) and 1 (right) and equal couplings to tn and bt. For LQV, the
gray area shows the band preferred (95% CL) by the B physics anomalies: l = CmLQ, where
C =

p
0.7 ± 0.2 TeV�1 and mLQ is expressed in TeV [43].
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YM VLQs w/ 
equal bν and tτ 
couplings

๏ New CMS search combining single and pair production, using the 
tτν(b) channel, including dedicated analysis for the case when the 
top quark is produced with a large Lorentz boost 

๏ All-hadronic analysis, which considers both the τh and hadronic top 
quark decays 

๏ Using ST = ΣpTobjects as a sensitive variable for S/B separation 
๏ Probes interesting range of parameter space for the possible 

explanation of flavor anomalies
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Figure 2: Distribution of the variable ST for events passing the signal selection for the SM
background estimation (stacked filled histograms), data (black points), and different hypothe-
ses of LQ signals (lines). Upper left: boosted top quark candidate (hadronically decaying top
quark reconstructed in the fully or partially merged topology) and exactly one b jet; lower left:
boosted top quark candidate and at least two b jets; upper right: resolved top quark candidate
(hadronically decaying top quark reconstructed in the resolved topology) and exactly one b
jet; lower-right: resolved top quark candidate and at least two b jets. The cross-hatched band
in the upper panels represents the total uncertainty (statistical+systematic). The lower panel
of each distribution shows the ratio, and its uncertainty, between the observation and the SM
expectation.

contribution from the signal to account for residual differences between data and simulation.
Processes with at least one top quark (e.g. tt or tt + W) account for most of this irreducible
background, and a control region is defined by applying the requirements used for the signal
region, except with mT(th, p

miss
T ) < 80 GeV and Nb-jet � 2.

The dominant source of contamination is the reducible background, which comprises all of
the processes (mainly events composed uniquely of jets produced through the strong interac-
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CMS Searches for LQ3
๏ A new search for Pati-Salam U1 vector LQ in the ττ channel, a 

spin-off of the MSSM Higgs search 
๏ Significant interference with the SM DY ττ continuum taken into 

account 
๏ Started probing interesting parameter space from the point of 

view of flavor anomalies
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6.4 Simulated backgrounds and signal 17
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Figure 7: Composition of the signal for the MSSM interpretation of the data and the vector
leptoquark search. The left figure shows the generator level A boson pT density for the MSSM
M

125
h scenario for mA = 1.6 TeV and tan b = 30, split by the contributions from the t quark

only, the b quark only, and the tb-interference term. The right figure shows the distribution of
m

tot
T at reconstruction level in the thth final state for U1 t-channel exchange with mU = 1 TeV

and gU = 1.5, for the signal with and without the interference term for the VLQ BM 1 scenario.
The thth final state is shown, since it is the most sensitive one for this search. The bins of
the distributions are divided by their width and the distribution is normalized to the expected
signal yield for 138 fb�1.

contributions from the t quark only, b quark only, and tb-interference are each calculated sep-
arately. The POWHEG damping factor hdamp, which controls the matching between the matrix
element calculation and the parton shower, is set specifically for each contribution as proposed
in Refs. [134–136].

For the model-independent f search, the individual distributions are combined according to
their contribution to the total cross section as expected for an SM-like Higgs boson with given
mass. For the tests of MSSM benchmark scenarios, where the contributions of the individual
distributions also depend on the model parameters, these distributions are scaled using the
effective Yukawa couplings as predicted by the corresponding benchmark model [87], before
combining them into one single prediction. In this context, the tan b-enhanced SUSY correc-
tions to the fbb couplings are also included via the corresponding effective Yukawa couplings,
where appropriate. Other SUSY contributions have been checked to amount to less than a few
percent and are neglected. An example of the A boson pT spectrum for mA = 1.6 TeV and
tan b = 30 is shown in Fig. 7 (left). The bbf production is simulated at NLO precision in aS
using the corresponding POWHEG 2.0 implementation [137] in the four-flavour scheme (4FS).

The signal process of the U1 t-channel exchange is simulated in the five-flavour scheme (5FS)
at LO precision in aS using the MADGRAPH5 aMC@NLO event generator, v2.6.5 [138]. Events
are generated with up to one additional outgoing parton from the matrix element calculation
and matched following the MLM prescription, with the matching scale Qmatch set to 40 GeV.
The contribution from on-shell U1 ! qt production and decay is excluded during the event
generation. Samples are produced with gU = 1, for several values of mU between 1 and 5 TeV.
We observe no large dependence, neither of the templates used for signal extraction nor of the
overall cross section, on the assumed U1 decay width G, even after variations of factors of 0.5

8.3 MSSM interpretation of the data 31

95% CL excluded:
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Figure 12: Expected and observed 95% CL upper limits on gU in the VLQ BM (left) 1 and (right)
2 scenarios, in a mass range of 1 < mU < 5 TeV. The expected median of the exclusion limit
in the absence of signal is shown by the dashed line. The dark and bright grey bands indicate
the central 68% and 95% intervals of the expected exclusion limit. The observed excluded
parameter space is indicated by the coloured blue area. For both scenarios, the 95% confidence
interval for the preferred region from the global fit presented in Ref. [72] is also shown by the
green shaded area.

Table 7: Contribution of MSSM signals to the m
tot
T and NN output function template distribu-

tions used for signal extraction for the interpretation of the data in MSSM benchmark scenarios.
Signal processes

Categories ggh, bbh, VBF, Vh ggH/ggA, bbH/bbA
No b tag mtt < 250 GeV X X
No b tag mtt > 250 GeV — X
b tag X X
Control regions X —

particular, the H (A) boson pT spectra in ggH (ggA) production are modelled as a function of
tan b for each tested value of mA, resulting in a softer progression for increasing values of tan b.
In the “no b tag” categories for mtt > 250 GeV the h signal is expected to be negligible so it is
dropped from the signal templates. A summary of the association of signals to the templates
used for signal extraction is given in Table 7. To interpolate the simulated mass points to the
exact predicted values of mH, a linear template morphing algorithm, as described in Ref. [163],
is used.

The mA-tan b plane is scanned and for each tested point in (mA, tan b), the CLs [160] value
is calculated. Those points where CLs falls below 5% define the 95% CL exclusion contour
for the benchmark scenario under consideration. The underlying test compares the MSSM
hypothesis, with signal contributions for h (Sh), H (SH), and A (SA), with the SM hypothesis
(SSM), with only one signal contribution related to H(125). The test versus the SM hypothesis
is justified by the properties of H(125) being in agreement with the SM expectation within
the experimental accuracy of current measurements. For the hypothesis test the likelihood of

https://arxiv.org/pdf/2208.02717
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CMS Search for VLLs
๏ Vector-like leptons are predicted in several SM extensions that 

may explain flavor anomalies, e.g., in the 4321 LQ model 

๏ New CMS analysis in ≥3b + (0-2)τ final  
states 

๏ Complicated analysis relying on  
DNNs to separate signal from the 
dominant QCD and tt backgrounds 

๏ Observed a mild excess (1-2τh  
channels), which unfortunately  
is hard to associate with any  
specific mass 
★ Important to construct the analysis 

optimized for discovery, not a limit!40

1. Introduction 1

1 Introduction
We present a search for vector-like leptons (VLLs), considering the mass range 500–1050 GeV,
in the context of the 4321 model [1, 2]. The 4321 model is a UV-complete model that extends
the standard model (SM) gauge groups to a larger SU(4)⇥ SU(3)0 ⇥ SU(2)L ⇥ U(1)0 group. It
is motivated by the B anomalies, recent measurements of B hadron decays that are in tension
with the SM. This particularly concerns R(D*) and R(K) measurements [3–5], which provide
evidence for lepton nonuniversality.

The 4321 model gives a possible explanation for these flavour-nonuniversal results, while si-
multaneously respecting many other measurements that are in good agreement with the SM
expectations and lepton universality [6–9]. Here, we search for pair production of the lightest
new particles in this model, the vector-like leptons.

The VLLs come in doublets with one charged VLL, E, and one neutral VLL, N. For the model
to explain the B anomalies while also remaining consistent with other measurements, the mass
of the VLLs cannot be too large. In particular, requiring compatibility with the measured R(D*)
anomaly and with measurements of Bs-Bs mixing suggests that the VLL mass should not be
more than a few TeV [10].

The VLLs can be produced via electroweak production, and their couplings to the SM W and
Z bosons, or through interactions with a new Z’ boson in the 4321 model. In this note, we con-
sider only electroweak production, and ignore potential contributions from the Z’. Examples
of Feynman diagrams showing the electroweak pair production of VLLs, as well as a diagram
of the VLL decay, are shown in Fig. 1.

q

q

       Z/���
L

L

q'

q

W±
N

E
L l3

U

q3

q̄3

Figure 1: Left and centre: example Feynman diagrams showing production of VLL pairs
through s-channel bosons, as expected at the LHC. In these diagrams, L represents either the
neutral VLL, N, or the charged VLL, E. Right: vector-like lepton decays proceed through their
interactions with the vector leptoquark, U. These decays are primarily to third-generation lep-
tons and quarks.

The VLLs decay, via an intermediate leptoquark, U, to two quarks and one lepton. Because
of the flavour nonuniversal couplings of the leptoquark, which make it a good candidate to
explain the B anomalies, the decays are expected to be almost entirely to third-generation
fermions. For each second-generation fermion, approximately an order of magnitude suppres-
sion in the branching fraction is expected, and even larger suppressions are expected for any
first-generation fermion.

The analysis selection is driven by the highly flavour-asymmetric final states produced in the
VLL decays. Given the expectation of two third-generation quarks in every VLL decay, we
search for pairs of VLLs by selecting events with a high b jet multiplicity. These events are
further categorized by the number of t leptons. For each t multiplicity, dedicated selections
are made to divide the category into a signal-enriched region and one or multiple background-
enriched control regions. Table 1 shows the t multiplicity categories and the decay modes of
the different VLL pairs that contribute to each category. While topologies with electrons or
muons in the final state (coming from top quark decays) are possible, we focus on only the

2

all-hadronic channel, which has the largest branching fraction for individual top quarks and
includes all of the modes where no top quarks are produced.

Table 1: Illustrative contributions from different VLL production and decay modes to the 0-,
1-, and 2-t signal regions. The decay products in parentheses represent the objects coming
from the intermediate vector leptoquark, U, in the decay. For brevity, no distinction is made
between particles and antiparticles, the multiplicities of each decay mode are not shown, and
the impacts of object misidentification are not considered in the table. E and N represent the
charged and neutral VLLs; t, b, t , and nt represent top quarks, bottom quarks, tau leptons and
tau netrinos; and j represents any quark other than t or b.

tau multiplicity production + decay mode final state

0 t
EE ! b(tnt )b(tnt ) 4b + 4j + 2nt

EN ! b(tnt )t(tnt ) 4b + 6j + 2nt

NN ! t(tnt )t(tnt ) 4b + 8j + 2nt

1 t

EE ! b(bt)b(tnt ) 4b + 2j + t + nt

EN ! b(tnt )t(bt) 4b + 4j + t + nt

EN ! b(bt)t(tnt ) 4b + 4j + t + nt

NN ! t(bt)t(tnt ) 4b + 6j + t + nt

2 t
EE ! b(bt)b(bt) 4b + 2t
EN ! b(bt)t(bt) 4b + 2j + 2t
NN ! t(bt)t(bt) 4b + 4j + 2t

A maximum likelihood fit is performed simultaneously across all t-multiplicity categories,
including both signal and control regions. The signal regions provide the main sensitivity to
the analysis, while the control regions provide better constraints on the backgrounds. Within
each region, differential distributions are used as input to the fit. The distributions are chosen
to provide additional separation between the signal and backgrounds.

Machine learning is used to build two classifiers [11–13] to separate signal events from back-
ground events. One of the classifiers, DNNQCD, is trained to discriminate signal from QCD
multijet events. The other, DNNtt , is trained to discriminate signal from tt events. They are
used for defining various signal-enhanced (or depleted) regions, and the distribution of DNNtt
classifier discriminator scores is also used as input to the maximum likelihood fit.

2 The CMS detector and object definitions
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron
calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend
the pseudorapidity coverage provided by the barrel and endcap detectors. Muons are mea-
sured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid.
A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [14].

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [15]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
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Figure 4: Expected and observed 95% CL upper limits on the product of the VLL pair produc-
tion cross section and the branching fraction to third generation quarks and leptons, combining
the 2017 and 2018 data and all th multiplicity channels. The theoretical prediction in the 4321
model for electroweak production of VLLs is also shown.

https://arxiv.org/pdf/2208.09700.pdf
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ATLAS LLP dE/dx Excess
๏ Search based on high-pT and high-dE/dx tracks in the ATLAS pixel detector 

★ Dedicated time-dependent calibration accounting for the pixel detector aging 
★ dE/dx to βγ calibration based on dedicated low-pileup run 

๏ Several signal regions, as well as a number of control and validation regions for 
background estimation 

๏ An excess of high-dE/dx events in the 1.1-2.8 TeV mass window is seen, with the local 
(global) significance of 3.6 (3.3)σ 

๏ Excess events very scanned for pixel detector pathologies, and none were found 
๏ However, the time-of-flight information for these events is consistent with β = 1 (which 

is not inconsistent with the dE/dx results for |q| > e)
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Figure 15: The observed mass distribution in the Inclusive signal-region bins. The band on the expected background
indicates the total uncertainty of the estimation. Several representative signal models are overlaid. Events outside the
shown range are accumulated in the rightmost bin indicated as ‘Overflow’. Downward triangle markers at the bottom
of the panels indicate that no events are observed in the corresponding mass bin, while the upward triangle markers
at the top of the lower panel in (b) indicate that the observed data is beyond the range.
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at the top of the lower panel in (b) indicate that the observed data is beyond the range.
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Figure 16: The observed ?T, |[ | and d⇢/dG distributions in the Inclusive signal-region bins. The band on the
expected background indicates the total uncertainty of the estimation. Several representative signal models are
overlaid. Events outside the shown range are accumulated in the rightmost bin indicated as ‘Overflow’. Downward
triangle markers at the bottom of the panels indicate that no events are observed in the corresponding bin, while the
upward triangle marker at the top of the lower panel in (b) indicates that the observed data is beyond the range.
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ATLAS, arXiv:2205.06013

No competitive CMS results yet

https://arxiv.org/pdf/2205.06013.pdf
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CMS ~0.1 and ~1.2 TeV ττ Excesses
๏ Search for MSSM Higgs bosons decaying into the ττ 

final state also reinterpreted as a search for VLQs  
★ Sophisticated background prediction using the "τ-

embedding" method 
๏ Two ~3σ excesses are seen in the ditau mass 

distributions (or its proxy) around 0.1 and 1.2 TeV 
★ Excesses are reasonably distributed between various 

ττ decay channels 
★ The ~100 GeV excess appears to be well aligned with 

the low-mass diphoton excess seen in an earlier 
analysis of Run 1 + 2016 data
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Figure 8: Distributions of m
tot
T in the global (left) “no b tag” and (right) “b tag” categories in

the (upper) eµ, (middle) eth and µth, and (lower) thth final states. For the eµ final state,
the medium-Dz category is displayed; for the eth and µth final states the tight-mT categories
are shown. The solid histograms show the stacked background predictions after a signal-plus-
background fit to the data for mf = 1.2 TeV. The best fit ggf signal is shown by the red line.
The bbf and U1 signals are also shown for illustrative purposes. For all histograms, the bin
contents show the event yields divided by the bin widths. The lower panel shows the ratio of
the data to the background expectation after the signal-plus-background fit to the data.
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Figure 9: Distributions of mtt in the (left) 100 < p
tt
T < 200 GeV and (right) p

tt
T > 200 GeV

“no b tag” categories for the (upper) eµ, (middle) eth and µth, and (lower) thth final states.
The solid histograms show the stacked background predictions after a signal-plus-background
fit to the data for mf = 100 GeV. The best fit ggf signal is shown by the red line. The total
background prediction as estimated from a background-only fit to the data is shown by the
dashed blue line for comparison. For all histograms, the bin contents show the event yields
divided by the bin widths. The lower panel shows the ratio of the data to the background
expectation after the signal-plus-background fit to the data. The signal-plus-background and
background-only fit predictions are shown by the solid red and dashed blue lines, respectively,
which are also shown relative to the background expectation obtained from the signal-plus-
background fit to the data.
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in the diphoton final state in this mass range based on LHC data at a center-of-mass energy of
13 TeV.
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What Does ATLAS See?
๏ No full Run 2 result in low-mass 

diphoton channel yet 
★ The 2016 ATLAS result is not 

inconsistent with the CMS one 
๏ The full Run 2 MSSM H(ττ) result 

contradicts the 1.2 TeV excess  
seen in CMS  

๏ The 95-96 GeV light Higgs boson 
has long been a subject of 
theoretical interest since an old 
LEP hint in the H(bb) channel
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A Higgs Boson at 96 GeV?! S. Heinemeyer
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Figure 1: Limits on the cross section gg ! f ! gg normalized to the SM value as a function of mf (⌘ Mh).
Compared are the expected (dashed) and observed (solid) limits from CMS (red) and ATLAS (blue). Shown
in magenta is µCMS = 0.6±0.2.

3.1 The NMSSM solution

The results in this section are based on Ref. [35]. Within the NMSSM a natural candidate
to explain the LEP “excess” consists in a mostly singlet-like Higgs with a doublet component of
about 10% (mixing squared). Relatively large Higgs branching fractions into gg are possible due
to the three-state mixing, in particular when the effective Higgs coupling to bb̄ becomes small, see
e.g. Refs. [37,38]. In our numerical analysis we display the quantities xb and xg , defined as follows:

xb ⌘
G(h1 ! ZZ) ·BR(h1 ! bb̄)

G(HSM(Mh1) ! ZZ) ·BR(HSM(Mh1) ! bb̄)
⇠ s(e+

e
� ! Z(h1 ! bb̄))

s(e+e� ! Z(HSM(Mh1) ! bb̄))

xg ⌘
G(h1 ! gg) ·BR(h1 ! gg)

G(HSM(Mh1) ! gg) ·BR(HSM(Mh1) ! gg)
⇠ s(gg ! h1 ! gg)

s(gg ! HSM(Mh1) ! gg)
. (3.1)

These definitions of xb,g give estimates of the signals that h1 would generate in the LEP searches
for e

+
e
� ! Z(H ! bb̄) and the LHC searches for pp ! H ! gg , normalized to the SM cross-

sections. In the analysis in Ref. [35] constraints from “other sectors” (such as Dark Matter or
(g�2)µ ) are not taken into account, as they are not closely related to Higgs sector physics.

The NMSSM parameters are chosen as (see Ref. [35] for definitions and details),

l = 0.6, k = 0.035, tanb = 2, MH± = 1000 GeV, Ak = �325 GeV,

µeff = (397+15 · x) GeV (x is varied in the interval [0,1]),

the third generation squark mass scale m
Q̃

= 1000 GeV,At = Ab = 0.

In our analysis we vary µeff in a narrow interval as indicated above. It was tested with HiggsBounds
-4.3.1 (and 5.1.1beta) [39–43] and HiggsSignals-1.3.1 (and 2.1.0beta) [43–46]
that our parameter points are in agreement with the Higgs rate measurements at the LHC as well
as with the Higgs boson searches at LEP, the Tevatron and the LHC.
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Figure 10: Expected and observed 95% CL upper limits on the product of the cross sections
and branching fraction for the decay into t leptons for (left) ggf and (right) bbf production
in a mass range of 60  mf  3500 GeV, in addition to H(125). The expected median of the
exclusion limit in the absence of signal is shown by the dashed line. The dark green and bright
yellow bands indicate the central 68% and 95% intervals for the expected exclusion limit. The
black dots correspond to the observed limits. The peak in the expected ggf limit emerges from
the loss of sensitivity around 90 GeV due to the background from Z/g⇤ ! tt events.

bins for which event deficits with respect to the SM background are expected contribute to the
sensitivity of the analysis, as well as the bins for which excesses are expected. However, the bins
with expected deficits occur at smaller values of m

tot
T where the background is much larger and

thus they do not contribute significantly to the overall sensitivity. Most of the sensitivity to the
U1 signal instead comes from the high m

tot
T bins due to the smaller background yields. While

reduced by the destructive interference, the signal yields tend to remain positive in these bins.
The overall effect of the interference term is thus to reduce the analysis sensitivity compared to
the expectation without interference effects included.

No statistically significant signal is observed and 95% CL upper limits on gU are derived for
the VLQ BM 1 and 2 scenarios, as shown in Fig. 12, again following the modified frequentist
approach as for the previously discussed search. The expected sensitivity of the analysis drops
for increasing values of mU following a linear progression with values from gU = 1.3 (0.8) to
5.6 (3.2) for the VLQ BM 1 (2) scenario. The observed limits fall within the central 95% intervals
for the expected limits in the absence of signal. The expected limits are also within the 95%
confidence interval of the best fit results reported by Ref. [72], indicating that the search is
sensitive to a portion of the parameter space that can explain the b physics anomalies.

8.3 MSSM interpretation of the data

For the interpretation of the data in MSSM benchmark scenarios, the signal is based on the
binned distributions of m

tot
T in the categories shown in Fig. 5, complemented by distributions of

the NN output function used for the stage-0 simplified template cross section measurement of
Ref. [109], as discussed in Section 5.2, resulting in 129 input distributions for signal extraction.

In the MSSM, the signal constitutes a multiresonance structure with contributions from h, H,
and A bosons. For the scenarios chosen for this paper h is associated with H(125). Any MSSM
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LEP
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Figure 7: The background confidence 1 − CLb as a function of the test mass mH. Full curve:
observation; dashed curve: expected background confidence; dash-dotted line: the position of the
minimum of the median expectation of 1− CLb for the signal plus background hypothesis, when the
signal mass indicated on the abscissa is tested. The horizontal solid lines indicate the levels for 2σ
and 3σ deviations from the background hypothesis (see the Appendix for the conversion).
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CMS Y(bb)H(ɣɣ) Excess
๏ Recent preliminary result from CMS on resonant search in the 

X → Y(bb)H(ɣɣ) channel 
★ See ~3.5σ (2.8σ globally) excess at M(bb) ~100 GeV, M(X) = 650 GeV
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Figure 5: The upper plot shows the expected and observed 95% CL exclusion limit on produc-
tion cross section for pp ! X ! HY ! ggbb signal hypothesis. The dashed and solid black
lines represent expected and observed limits, respectively. The green and yellow bands repre-
sent the 1 and 2 standard deviations for the expected limit. Limits are scaled with the order of
10 depending upon mX.

The largest excess, for mY within its resolution, is consistent with the previous searches made
by the CMS collaboration where excess is reported for resonances decaying into the tt final
state and for the high-mass resonances decaying into the WW using 13 TeV LHC data collected
during 2016, 2017 and 2018 data-taking periods, corresponding to an integrated luminosity of
138 fb�1 [83, 84]. It also coincides with a similar excess observed in previous search for low-
mass resonances in the gg final state by the CMS collaboration using data collected during
2016 (2012) data-taking year with an integrated luminosity of 35.9 (19.7) fb�1 [85]. An updated
search including 2017–2018 LHC data is in progress for this analysis.

Figure 6 shows the expected and observed upper limits at 95% CL on the product of the signal
production cross section and the branching fraction pp ! X ! HY ! ggbb, and compares
them with the maximally allowed cross sections from the NMSSM and TRSM models. For
NMSSM, the expected and observed limits exclude masses between 400–650 GeV in mX and
90–300 GeV in mY. In the TRSM interpretation, the excluded mass region covers an area with
300-500 GeV in mX for the expected limits and with 300-550 GeV for the observed limits while
the mass exclusion in mY remains 90–150 GeV for both the limits. The mX beyond 1 TeV is not
studied because of the significantly better sensitivity of the bbbb channel for HH searches in
this mass region [86].

7 Summary

A search for new resonances X decaying either to a pair of Higgs bosons HH, or to a Higgs
boson and a new scalar Y, is presented. The search uses data from proton-proton collisions
collected by the CMS experiment at LHC in 2016–2018 at a center-of-mass energy of 13 TeV,
and corresponding to 138 fb�1 of integrated luminosity. The study is motivated from theories
related to the warped extra dimension model, the next-to-minimal supersymmetric standard

No competitive ATLAS results yet
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass 

H(WW) search in dilepton channel (low resolution), but only in the VBF 
category with a 3.8σ (2.8σ global) significance 
★ ATLAS Run 2 leptonic H(WW) analysis doesn't see an excess; neither does the Run 

2 Z'(WW) semileptonic search; sensitivity is not sufficient to rule out the CMS one 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ 

global) in the ATLAS data
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Figure 1: DNN mT distributions for the 2018 data set along with the background estimation
and the prediction of a 1000 GeV signal, for events passing the eµ (top), µµ (middle) and ee
(bottom) signal region selections and entering the ggF (left), VBF (middle) and background
(right) categories.
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
nario. For each signal hypothesis the resonance mass, production cross sections, and the local
and global significances are given.

Scenario Mass [GeV ] ggF cross sec. [pb] VBF cross sec. [pb] Local signi. [s] Global signi. [s]
SM f

VBF
800 0.16 0.057 3.2 1.7 ± 0.2

f
VBF

= 1 650 0.0 0.16 3.8 2.6 ± 0.2
f
VBF

= 0 950 0.19 0.0 2.6 0.4 ± 0.6
floating f

VBF
650 2.9 ⇥ 10�6 0.16 3.8 2.4 ± 0.2
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass 

H(WW) search in dilepton channel (low resolution), but only in the VBF 
category with a 3.8σ (2.8σ global) significance 
★ ATLAS Run 2 leptonic H(WW) analysis doesn't see an excess; neither does the Run 

2 Z'(WW) semileptonic search; sensitivity is not sufficient to rule out the CMS one 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ 

global) in the ATLAS data
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Figure 1: DNN mT distributions for the 2018 data set along with the background estimation
and the prediction of a 1000 GeV signal, for events passing the eµ (top), µµ (middle) and ee
(bottom) signal region selections and entering the ggF (left), VBF (middle) and background
(right) categories.
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
nario. For each signal hypothesis the resonance mass, production cross sections, and the local
and global significances are given.

Scenario Mass [GeV ] ggF cross sec. [pb] VBF cross sec. [pb] Local signi. [s] Global signi. [s]
SM f

VBF
800 0.16 0.057 3.2 1.7 ± 0.2

f
VBF

= 1 650 0.0 0.16 3.8 2.6 ± 0.2
f
VBF

= 0 950 0.19 0.0 2.6 0.4 ± 0.6
floating f

VBF
650 2.9 ⇥ 10�6 0.16 3.8 2.4 ± 0.2
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass 

H(WW) search in dilepton channel (low resolution), but only in the VBF 
category with a 3.8σ (2.8σ global) significance 
★ ATLAS Run 2 leptonic H(WW) analysis doesn't see an excess; neither does the Run 

2 Z'(WW) semileptonic search; sensitivity is not sufficient to rule out the CMS one 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ 

global) in the ATLAS data
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
nario. For each signal hypothesis the resonance mass, production cross sections, and the local
and global significances are given.

Scenario Mass [GeV ] ggF cross sec. [pb] VBF cross sec. [pb] Local signi. [s] Global signi. [s]
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Figure 13: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT ,

0 boson at
p
B = 13 TeV in the ,/ decay mode as functions of its

mass, combining searches in the three leptonic channels. The green (inner) and yellow (outer) bands represent ±1f
and ±2f uncertainty in the expected limits. Limits expected from individual leptonic channels (dot-dashed curves in
blue, magenta, and brown) are also shown for comparison. Limits are calculated in the asymptotic approximation
below 3 (1) TeV and are obtained from pseudo-experiments above that for DY (VBF) production. Theoretical
predictions as functions of the , 0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red
dotted curve) and in (b) for Model C (red solid curve).
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Figure 14: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT /

0 boson at
p
B = 13 TeV in the ,, decay mode as functions of its

mass from the search in the 1-lepton channel. The green (inner) and yellow (outer) bands represent ±1f and ±2f
uncertainty in the expected limits. Limits are calculated in the asymptotic approximation below 3 (1) TeV and are
obtained from pseudo-experiments above that for DY (VBF) production. Theoretical predictions as functions of the
/
0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red dotted curve) and in (b) for Model

C (red solid curve).

upper limits at 95% CL exclude the production of an RS graviton lighter than 2.0 (2.2) TeV in the ggF
process and lighter than 0.76 (0.77) TeV in the VBF process.
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass 

H(WW) search in dilepton channel (low resolution), but only in the VBF 
category with a 3.8σ (2.8σ global) significance 
★ ATLAS Run 2 leptonic H(WW) analysis doesn't see an excess; neither does the Run 

2 Z'(WW) semileptonic search; sensitivity is not sufficient to rule out the CMS one 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ 

global) in the ATLAS data
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
nario. For each signal hypothesis the resonance mass, production cross sections, and the local
and global significances are given.

Scenario Mass [GeV ] ggF cross sec. [pb] VBF cross sec. [pb] Local signi. [s] Global signi. [s]
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Figure 13: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT ,

0 boson at
p
B = 13 TeV in the ,/ decay mode as functions of its

mass, combining searches in the three leptonic channels. The green (inner) and yellow (outer) bands represent ±1f
and ±2f uncertainty in the expected limits. Limits expected from individual leptonic channels (dot-dashed curves in
blue, magenta, and brown) are also shown for comparison. Limits are calculated in the asymptotic approximation
below 3 (1) TeV and are obtained from pseudo-experiments above that for DY (VBF) production. Theoretical
predictions as functions of the , 0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red
dotted curve) and in (b) for Model C (red solid curve).
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Figure 14: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT /

0 boson at
p
B = 13 TeV in the ,, decay mode as functions of its

mass from the search in the 1-lepton channel. The green (inner) and yellow (outer) bands represent ±1f and ±2f
uncertainty in the expected limits. Limits are calculated in the asymptotic approximation below 3 (1) TeV and are
obtained from pseudo-experiments above that for DY (VBF) production. Theoretical predictions as functions of the
/
0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red dotted curve) and in (b) for Model

C (red solid curve).

upper limits at 95% CL exclude the production of an RS graviton lighter than 2.0 (2.2) TeV in the ggF
process and lighter than 0.76 (0.77) TeV in the VBF process.
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Figure 4: The upper limits at 95% CL on the cross section times branching ratio as a function of the heavy
resonance mass <� for (a) the ggF production mode (fggF ⇥ ⌫(� ! //)) and (b) for the VBF production mode
(fVBF ⇥ ⌫(� ! //)) in the case of the NWA. The black line indicates the observed limit. The green and yellow
bands represent the ±1f and ±2f uncertainties in the expected limits. The dashed coloured lines indicate the
expected limits obtained from the individual searches.

to leptons and up- and down-type quarks in several ways. In the Type-I model, �2 couples to all quarks
and leptons, whereas for Type-II, �1 couples to down-type quarks and leptons and �2 couples to up-type
quarks. The ‘lepton-specific’ model is similar to Type-I except for the fact that the leptons couple to �1,
instead of �2; the ‘flipped’ model is similar to Type-II except that the leptons couple to �2, instead of
�1. In all these models, the coupling of the heavier CP-even Higgs boson to vector bosons is proportional
to cos(V � U). In the limit cos(V � U) ! 0, the light CP-even Higgs boson is indistinguishable from
a SM Higgs boson with the same mass. In the context of � ! // decays there is no direct coupling
of the Higgs boson to leptons, so only the Type-I and II interpretations are presented. In addition, our
interpretations assume other Higgs bosons are heavy enough so that the heavy CP-even Higgs boson will
not decay to them.

Figure 6 shows exclusion limits in the tan V versus cos(V � U) plane for Type-I and Type-II 2HDMs,
for a heavy Higgs boson with mass <� = 220 GeV. This <� value is chosen so that the assumption
of a narrow Higgs boson is valid over most of the parameter space, and the experimental sensitivity is
maximal. At this low mass, only the ✓+✓�✓0+✓0� final state contributes to this result. The range of cos(V�U)

and tan V explored is limited to the region where the assumption of a heavy narrow Higgs boson with
negligible interference is valid. When calculating the limits at a given choice of cos(V � U) and tan V,
the relative rates of ggF and VBF production in the fit are set to the prediction of the 2HDM for that
parameter choice. Figure 7 shows exclusion limits as a function of the heavy Higgs boson mass <� and
the parameter tan V for cos(V � U) = �0.1, which is chosen so that the light Higgs boson properties are
still compatible with the recent measurements of the SM Higgs boson properties [99]. The white regions
in the exclusion plots indicate regions of parameter space which are not excluded by the present analysis.
In these regions the cross section predicted by the 2HDM is below the observed cross-section limit. In
comparison with the previous publication, the excluded regions are significantly expanded. For example,
in the tan V versus <� plane for the Type-II 2HDM the excluded region in tan V is more than 60% larger
for 200 < <� < 400 GeV.
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ATLAS H → a(bb)a(µµ) Excess
๏ An excess observed in a  

Run 2 search looking for  
H → a(bb)a(μμ) in high-
resolution dimuon mass 
distribution 
★ Local (global) significance of 

3.3 (1.7)σ at M(a) = 52 GeV
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Figure 8: The local ?0-values are quantified in standard deviations f and plotted as a function of the signal mass
hypothesis. Between the points, the ?0-values are interpolated and may not be fully representative of the actual
sensitivity.
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the limits are interpolated and may not be fully representative of the actual sensitivity.
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Figure 10: <`` distributions in the SRincl after the BDT35 > 0.2 selection (top left) and BDT50 > 0.2 selection
(bottom left), and BDT35 (top right) and BDT50 (bottom right) distributions in the SRincl in the <`` window 34–
36 GeV and 50.5–53.5 GeV, respectively. The signal is scaled to the best-fit value, B(� ! 00 ! 11``) = 6.4⇥10�5

for the top plots, and 1.9 ⇥ 10�4 for the bottom plots, assuming the SM Higgs boson cross-section (including ggF,
VBF, and VH production). The hatched bands show the total post-fit statistical and systematic uncertainties of the
backgrounds and the signal. The histogram labeled as “Other” in the legend includes the contributions from the
diboson, single-top-quark, CC̄++ and ,+jets backgrounds.
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ATLAS H → a(bb)a(µµ) Excess
๏ An excess observed in a  

Run 2 search looking for  
H → a(bb)a(μμ) in high-
resolution dimuon mass 
distribution 
★ Local (global) significance of 

3.3 (1.7)σ at M(a) = 52 GeV
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hypothesis. Between the points, the ?0-values are interpolated and may not be fully representative of the actual
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Figure 10: <`` distributions in the SRincl after the BDT35 > 0.2 selection (top left) and BDT50 > 0.2 selection
(bottom left), and BDT35 (top right) and BDT50 (bottom right) distributions in the SRincl in the <`` window 34–
36 GeV and 50.5–53.5 GeV, respectively. The signal is scaled to the best-fit value, B(� ! 00 ! 11``) = 6.4⇥10�5

for the top plots, and 1.9 ⇥ 10�4 for the bottom plots, assuming the SM Higgs boson cross-section (including ggF,
VBF, and VH production). The hatched bands show the total post-fit statistical and systematic uncertainties of the
backgrounds and the signal. The histogram labeled as “Other” in the legend includes the contributions from the
diboson, single-top-quark, CC̄++ and ,+jets backgrounds.
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CMS Excess in LQ3 Search
๏ Another preliminary result from CMS, inspired by the flavor anomalies 
๏ Looks for single, pair, and  

t-channel production of LQ3  
in the ττ+X final states 
★ Uses ST = ΣpT(τ) + pT(j1) + MET as a discriminating variable for resonant and 𝛘 = 

e-2y*, where y* = |y1 - y2|/2 the rapidity separation between two leading (tau) jets 
๏ Global fit to multiple search regions for different LQ3 mass and couplings 

★ See ~3.5σ excess peaking in non-resonant production at large VLQ masses and 
couplings; no excess is seen for resonant production; global σ is hard to 
quantify
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Figure 1: Dominant Feynman diagrams of the signal at LO: single (left) and pair LQ production
(center), as well as nonresonant production of two t leptons via t-channel LQ exchange (right).

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume, there are a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors
from |h| < 3.0 to |h| < 5.2. Muons are measured in gas-ionization detectors embedded in the
steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger system [72]. The first level, composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a time interval of less than 4 µs. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
about 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [73].

3 Simulated samples
3.1 Background samples

Samples of simulated events are used to devise selection criteria, and estimate and validate
background predictions. The main sources of background are the pair production of top quarks
(tt), single top quark production, W and Z boson production in association with jets, denoted
as “W + jets” and “Z + jets”, diboson (WW, WZ, ZZ) production, and quantum chromody-
namics (QCD) production of multijet events. The W + jets and Z + jets processes are simulated
using the MADGRAPH5 aMC@NLO [74] generator (2.2.2 and 2.3.3) at LO precision with the
MLM jet matching and merging scheme [75]. The same generator is also used for diboson
production simulated at next-to-leading order (NLO) precision with the FxFx jet matching and
merging scheme [76], whereas POWHEG [77–79] 2.0 and 1.0 are used for tt and single top quark
production, respectively, at NLO precision [80–83]. The Z + jets, tt , and single top processes
are normalized using cross sections computed at next-to-next-to-leading order (NNLO) in per-
turbative QCD [84–86].

The event generators are interfaced with PYTHIA to model the parton showering and fragmen-
tation, as well as the decay of the t leptons. The PYTHIA parameters affecting the description
of the underlying event are set to the CUETP8M1 (CP5) tune for all 2016 (2017 and 2018) sam-
ples [87, 88], except for the 2016 tt sample, for which CUETP8M2T4 [89] is used. The NNPDF3.0
parton distribution functions [90] (PDF) with the order matching that of the matrix element cal-
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fit model. The total LQ signal strength (single, pair & nonresonant) is fitted simultaneously.
The lower panel shows the ratio of the observed data to the expected background from the S+B
fit. The expected background is grouped by jet categories in stacked histograms.
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ATLAS H(ττ)H(bb) Search
๏ ATLAS reported a 3.1 (2.0)σ excess at about 1 TeV in an X → H(ττ)H(bb) resonant 

search 
★ An excess can be clearly seen only in the NN discriminant distribution; the mass 

spectrum before the NN application doesn't show a sizable excess 
★ Consistent excess in semileptonic and hadronic final states 

๏ Not directly comparable with the CMS LQ3 excess but could be related
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Figure 10: Observed and expected limits at 95% CL on the cross-section for resonant �� production as a function
of the scalar resonance mass <- . The dashed lines show the expected limits while the solid lines show the observed
limits. The blue and red lines are the limits for the ghadghad channel and glepghad channel, respectively. The black
lines are the combined limits of the two channels. The ±1f and ±2f variations around the expected combined limit
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statistic and the modified frequentist CLs technique.

stringent than, or competitive with, the most recently published ATLAS and CMS �� resonant search
combinations over much of the <- range explored.
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Figure 8: The MVA output distributions in the search for non-resonant �� signal (top) and in the search for resonant
�� signal with <- = 500 GeV (middle row) and <- = 1000 GeV (bottom), in the ghadghad (left), glepghad SLT
(middle column) and glepghad LTT (right) categories. The distributions are shown after performing the fits to data and
assuming the background-only hypothesis. The signal is overlaid and scaled to the combined expected limit. The
dashed histogram shows the total pre-fit background. The lower panels show the ratio of data to the total post-fit
background, where the hatched band shows the statistical and systematic uncertainties of that background. For
visualisation purposes, these histograms are displayed using uniform bin widths instead of the bin edges used in the
fit, although the bin contents correspond to those used in the fit. Indices are used to label the bins.
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Figure 3: Signal (solid lines), background (filled histograms) and data (dots with error bars) distributions of <��

(top), <MMC
gg

(middle row) and <11 (bottom) for events in the ghadghad (left), glepghad SLT (middle column) and glepghad

LTT (right) categories. The normalisation and shape of the backgrounds and the uncertainty in the total background
shown are determined from the likelihood fit (described in Section 8) to data in the non-resonant �� search. The
expected non-resonant signal is overlaid with its normalisation scaled by a factor of 100, and the <- = 500 GeV and
<- = 1000 GeV resonant signals are overlaid in the <�� distributions with their cross-section set to 1 pb. The
dashed histogram shows the total pre-fit background. The size of the combined statistical and systematic uncertainty
of the background is indicated by the hatched band. The ratio of the data to the sum of the backgrounds is shown in
the lower panels.
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Figure 5: Expected and observed 95% CL upper limits on s B(H ! h(tt)hS(bb)) for all tested
values of mH and mhS

. The limits for each corresponding mass value have been scaled by
orders of ten as indicated in the annotations. Groups of hypothesis tests based on the same
NN trainings for classification are indicated by discontinuities in the limits, which are linearly
connected otherwise to improve the visibility of common trends.
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๏ No resonant X → H(ττ)H(bb) results with full Run 2 data yet 
๏ However, a search was done for H → H125(ττ)hs(bb), with hs being a scalar in a 

broad mass range for H and hs 
★ No excesses seen for m(hs) = 125 GeV, with the cross section times branching 

fraction (7.3%) limit set ~2 fb, which is very similar to the ATLAS observed limit

https://link.springer.com/content/pdf/10.1007/JHEP11(2021)057.pdf
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Other X → HH Searches
๏ Assuming that the H(bb)H(ττ) channel corresponds to the SM Higgs boson 

decays, the 1 TeV excess in ATLAS is still present at 3.2σ (2.1σ global) level 
๏ However, CMS rules it out by X→HH searches in more sensitive channels 
๏ This technically doesn't hold in the case when there is another boson with the 

mass ~125 GeV decaying into either bb or ττ with branching fraction different 
from the SM ones

51
ATLAS-CONF-2021-052

6.3 Limits on resonant NN production

The resonant �� searches target a heavy, spin-0 scalar - , which has a narrow-width compared to the
experimental mass resolution. Limits are set at 95% confidence level on the resonant �� production
cross-section, f(- ! ��), and presented for the bbWW, bbg+g�, and bbbb3 searches, and their statistical
combination. Figure 8 shows the combined limits on f(- ! ��), ranging between 1.1 and 595 fb (1.2
and 392 fb) in observation (expectation), depending on the resonance mass. The bbWW search is the most
sensitive at low <- , the bbg+g� search is the most sensitive in the 400–800 GeV range, and the bbbb
search dominates for high <- , demonstrating the complementary of these three searches. The largest
deviation from the Standard Model expectation is observed at 1.1 TeV. This feature has been investigated,
and the local (global) significance for <- = 1.1 TeV using the asymptotic formula [59] is found to be 3.2f
(2.1f), where the trial factor is evaluated based on the number of up-crossings in data.

Figure 8: Expected and observed 95% confidence level upper limits on f(- ! ��) for a spin-0 resonance as a
function of its mass <- in the bbWW, bbg+g� and bbbb searches, and their statistical combination. The discontinuities
in the limit visible in the range <- < 400 GeV are caused by the partial availability of the di�erent analysis limits on
a point-by-point basis, which are provided only for the bbWW search at the weakest limit points. Further details can be
found in Tables 4–7 in the appendix.

3 The boosted bbbb search results were updated with respect to Ref. [53] by the recovery of some events in data and by imposing
additional requirements, following orthogonality checks between resolved and boosted topologies.
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Figure 12: Upper limits on the fiducial cross section at
p

s = 13 TeV of a spin-0 particle as a function of the
assumed mass mX , for di↵erent values of the decay width divided by the mass. In (a) a narrow-width signal, with �
= 4 MeV, is assumed.
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Trial factors associated with the test of several mass hypotheses are estimated for fixed width
and spin assumptions by counting the number of times the value of p0 observed in data crosses
the level corresponding to 0.5 standard deviations and applying the asymptotic formulas of
Ref. [42], where a trial factor refers to the ratio of the probability to observe an excess at a
given mX value to the probability to observe it anywhere in the examined mX range. To account
for the different width and spin hypotheses tested, a correction factor is estimated using the
13 TeV event categories, as follows. A sampling distribution of the minimum value of p0 is
generated from an ensemble of background-only pseudo-experiments, testing for all examined
spin, width, and mass hypotheses. The correction factor is given by the ratio of the trial factors
obtained varying only the signal mass to those obtained also varying the width and spin. A
global significance for the 750 GeV excess, taking into account the effect of testing all the signal
hypotheses considered, is thereby estimated to be approximately 1.6 standard deviations. The
estimated global significance increases by about 5% if the spin hypothesis is not varied and by
an additional 5% if only narrow-width signal hypotheses are considered. A statistical uncer-
tainty of roughly 10% in the estimated global significance is associated with the counting of p0
crossings in data.
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Figure 4: Observed background-only p-values for narrow-width scalar resonances as a function
of the resonance mass mX, from the combined analysis of the 8 and 13 TeV data. The results for
the separate 8 and 13 TeV data sets are also shown. The inset shows an expanded region around
mX = 750 GeV.

The excess is primarily due to events in which both photons are in the ECAL barrel. The shape
of the associated ECAL clusters is in agreement with the expectation for high-pT prompt pho-
tons. In particular, the R9 value exceeds 0.94 for more than 80% of the photon pair candidates
in the 13 TeV data in the region corresponding to the excess, i.e., the showers are compact, with
lateral shapes like those of unconverted photons at lower energy, in agreement with the expec-
tation for a sample of prompt high energy photon pairs. Within the limited statistical precision
currently available, the kinematic distributions of the diphoton candidates in the mgg region
corresponding to the largest excess, as well as the multiplicity and kinematic distributions of
the hadronic jets reconstructed in the same events, do not exhibit significant deviations from
the distributions expected for SM processes.

In summary, a search for the resonant production of high-mass photon pairs is presented. The

ATLAS, JHEP 09 (2016) 001

CMS, PRL 117 (2016) 051802

https://link.springer.com/content/pdf/10.1007/JHEP09(2016)001.pdf
https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.117.051802
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Figure 12: Upper limits on the fiducial cross section at
p

s = 13 TeV of a spin-0 particle as a function of the
assumed mass mX , for di↵erent values of the decay width divided by the mass. In (a) a narrow-width signal, with �
= 4 MeV, is assumed.
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Trial factors associated with the test of several mass hypotheses are estimated for fixed width
and spin assumptions by counting the number of times the value of p0 observed in data crosses
the level corresponding to 0.5 standard deviations and applying the asymptotic formulas of
Ref. [42], where a trial factor refers to the ratio of the probability to observe an excess at a
given mX value to the probability to observe it anywhere in the examined mX range. To account
for the different width and spin hypotheses tested, a correction factor is estimated using the
13 TeV event categories, as follows. A sampling distribution of the minimum value of p0 is
generated from an ensemble of background-only pseudo-experiments, testing for all examined
spin, width, and mass hypotheses. The correction factor is given by the ratio of the trial factors
obtained varying only the signal mass to those obtained also varying the width and spin. A
global significance for the 750 GeV excess, taking into account the effect of testing all the signal
hypotheses considered, is thereby estimated to be approximately 1.6 standard deviations. The
estimated global significance increases by about 5% if the spin hypothesis is not varied and by
an additional 5% if only narrow-width signal hypotheses are considered. A statistical uncer-
tainty of roughly 10% in the estimated global significance is associated with the counting of p0
crossings in data.
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Figure 4: Observed background-only p-values for narrow-width scalar resonances as a function
of the resonance mass mX, from the combined analysis of the 8 and 13 TeV data. The results for
the separate 8 and 13 TeV data sets are also shown. The inset shows an expanded region around
mX = 750 GeV.

The excess is primarily due to events in which both photons are in the ECAL barrel. The shape
of the associated ECAL clusters is in agreement with the expectation for high-pT prompt pho-
tons. In particular, the R9 value exceeds 0.94 for more than 80% of the photon pair candidates
in the 13 TeV data in the region corresponding to the excess, i.e., the showers are compact, with
lateral shapes like those of unconverted photons at lower energy, in agreement with the expec-
tation for a sample of prompt high energy photon pairs. Within the limited statistical precision
currently available, the kinematic distributions of the diphoton candidates in the mgg region
corresponding to the largest excess, as well as the multiplicity and kinematic distributions of
the hadronic jets reconstructed in the same events, do not exhibit significant deviations from
the distributions expected for SM processes.

In summary, a search for the resonant production of high-mass photon pairs is presented. The

ATLAS, JHEP 09 (2016) 001

CMS, PRL 117 (2016) 051802

650 mostly theory papers; 
500 in the first 1/2 years; 
majority were simply bad...

Interpreting the 750 GeV digamma excess: a review

ALESSANDRO STRUMIA

CERN, INFN and Dipartimento di Fisica, Università di Pisa

We summarise the main experimental, phenomenological and theoretical issues related to the

750GeV digamma excess.

The first LHC data about pp collisions at
p
s = 13TeV agree with the Standard Model (SM),

except for a hint of an excess in pp ! �� peaked at invariant mass around 750GeV [1]. We

denote the new resonance with the symbol, z, used in archaic greek as the digamma letter and

later as the number 6 ⇡ Mz/Mh, but disappeared twice. New data will tell if the z resonance

disappears or is confirmed. In the meantime, the z excess attracted significant theoretical

interest [2–370]. Indeed, unlike many other anomalies that disappeared, the �� excess cannot

be caused by a systematic issue, neither experimental nor theoretical. Theoretically, the SM

background is dominated by tree-level qq̄ ! �� scatterings, which cannot make a �� resonance.a

Experimentally, one just needs to identify two photons and measure their energy and direction.

The �� excess is either the biggest statistical fluctuation since decades, or the main discovery.

1 Data

During the Moriond 2016 conference CMS presented new data taken without the magnetic field;

ATLAS presented a new analysis with looser photon selection cuts (called ‘spin 2’ analysis to

distinguish it from the earlier ‘spin 0’ analysis); furthermore both collaborations recalibrated

photon energies in a way optimised around 750GeV rather than around Mh = 125GeV. As a

result, the statistical significance of the �� excess increased slightly, both in CMS and in ATLAS.

aSee [302,346,365] for attempts of finding a Standard Model interpretation.
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https://link.springer.com/content/pdf/10.1007/JHEP09(2016)001.pdf
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Summary
๏ With the LHC doubling time getting similar to a "lifetime" of a 

Ph.D. student in a collaboration, we see a gradual shift to more 
sophisticated analyses that take several years to complete 
★ Those rely on advanced techniques, dedicated triggers, and 

sophisticated models and analysis methods 
๏ I showed just a very few selected examples in several areas of 

searches 
๏ At the end of Run 2, there are a few hints of excesses left - will 

be cross-checked by the LHC experiments with Run 2 and Run 
3 data 

๏ While none of them are very significant, there is a certain 
alignment of several excesses, which makes it exciting to 
follow them up in coupled channels and across the 
experiments! 
★ Stay tuned, but don't rush to the printing press yet!
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Thank You!


