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Outline
I will cover in this talk most recent results on:
‣ W and Z inclusive production - 8 TeV

‣ Drell-Yan differential cross-section and forward-backward asymmetry

‣ W differential lepton charge asymmetry

‣ Diboson production (WW, WZ, Wγ and Zγ) - 8 TeV

‣ Limits on aTGC

I will not cover 
‣ Z/W + jets → talk by Tom Cornelis tomorrow

with two notable exceptions
‣ W+c 

‣ dijet mass resonances in W+2 jets 
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W/Z production at the LHC

To first order at LHC, W and Z are  
generated by a valence quark and a sea 
anti-quark (Q~100 GeV)

Parton fractions are 10-3<x<10-1, so sea-
sea contributions also important

NLO (W/Z+jets) depends on gluon pdf

EWK processes allow both precision 
measurements of fundamental 
parameters (couplings) and PDFs 
constraints  

W and Z are also the dominant signal 
and/or background in many searches
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W/Z Production @ LHC

‣ At first order, W and Z 
production at the LHC 
proceeds through the 
collision of a valence quark 
to a sea anti-quark (Q~100 
GeV)

‣ Since parton fractions are 
typically 10-3<x<10-1, sea-sea 
contributions are also 
important
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Production

LO (Drell-Yan)    +    NLO

gluons play a major role in 
associated jet production

 (W+jets)

Electroweak processes are ideal for 
precise measurements and tests of 

PDFs at the LHC !

LO (Drell-Yan)  +          NLO



W and Z x-sec @ 8 TeV 

Requested special low luminosity run @ 
8 TeV:

‣ Luminosity leveling at 3-6*1032 cm-2 s-1, 

integrated 18.7±0.9 pb-1

‣ Low pile-up (~5 events) for good MET 
resolution

‣ Special HLT menu with low thresholds:

• 22 GeV for e /15GeV for μ
Same analysis strategy as in 2010

‣ Fit MET distribution separately for W+ 
and W- 

‣ Z signal nearly background free: 
simple cut and count is used to 
extract the x-sec

‣ Efficiencies, resolutions, signal and 
background shapes are extracted 
from data
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W Cross Section @ 8 TeV
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‣ Cross section Extraction:

Fit missing ET distribution 
for signal and background 
for W+ and W-

Efficiencies, resolutions, 
signal and background 
shapes are extracted from 
data

W+ and W- cross sections 
are extracted separately, or 
equivalently the total W 
cross section and the W+/
W- cross section ratio

W-→ e-ν

W-→μ-νW-→μ-ν

W+→e+ν

������������������

CMS-PAS-SMP-12-011

6 5 W and Z boson signal extraction

Figure 4: The Emiss
T distributions for the selected W+ (left) and W� (right) candidates in the

muon channel.

Figure 5: The dilepton mass distributions for electrons (left) and muons (right).

Z Cross Section @ 8 TeV
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‣ Cross section Extraction:

Cat & Count

Nearly background-free

Z→ e+e-

Z→µ+µ-

������������������

Z Cross Section @ 8 TeV
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‣ Cross section Extraction:

Cat & Count

Nearly background-free

Z→ e+e-

Z→µ+µ-
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W and Z x-sec at 8 TeV

Results corrected to full acceptance (60 < Mll < 120 GeV for Z events) 
Good agreement with NNLO predictions
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W/Z Inclusive Cross Section Results @ 8 TeV
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Good agreement 
with NNLO 
predictions

Inclusive W

Inclusive W+ Inclusive W-

Inclusive Z



Cross-sections ratio
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Exp. and theory uncertainties cancel in the ratios
Generally good agreement 

10 7 Results

Figure 7: Summary of the W+ and W� production cross section times branching ratio measure-
ments. Measurements in the electron and muon channels, and combined, are compared to the
theoretical predictions computed at the NNLO in QCD with FEWZ and the MSTW2008 PDF
set. Statistical uncertainties are negligible in this plot; the red error bars represent systematic
uncertainties, and the green error bars also include luminosity uncertainties.

Figure 8: Summary of the measurements of the ratios of W to Z and W+ to W� production
cross sections. Measurements in the electron and muon channels, and combined, are compared
to the theoretical predictions computed at the NNLO in QCD with FEWZ and the MSTW2008
PDF set. Statistical uncertainties are represented as a black error bars, while the red error bars
also include systematic uncertainties. Luminosity uncertainties cancel in the ratios.

W/Z W+/W-

11

Figure 9: Measured and predicted W versus Z production and W+ versus W� cross sections.
The ellipses illustrate the 68% coverage for total uncertainties (open black) and excluding the
luminosity uncertainty (purple filled). The uncertainties of the theoretical predictions corre-
spond to the PDF uncertainties only.
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Figure 10: Measurements of inclusive W and Z production cross sections times branching ra-
tios as a function of center-of-mass energy for CMS and experiments at lower-energy colliders.
The lines are the NNLO theory predictions.

Figure 10 shows the W and Z boson production cross section measurements at
p

s=8 TeV to-
gether with the earlier CMS measurements at

p
s =7 TeV and with measurements at lower

center-of-mass energy hadron colliders. The predicted increase of the cross sections with cen-
ter of mass energy is confirmed by our measurements.

8 Summary

We performed measurements of inclusive W and Z cross sections in pp collisions at
p

s =
8 TeV using 18.7 ± 0.9 pb�1 of data recorded with the CMS detector. The W and Z bosons
are observed via their decays to electrons and muons. The measured inclusive cross sections

Z vs W W+ vs W-

more u-dbar 
than d-ubar in 
pp collisions,  
therefore charge 
asymmetry is 
expected 



W and Z x-sec vs √s

Excellent agreement with NNLO predictions
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W & Z Production vs sqrt(s)

‣ Agreement with NNLO predictions
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Drell-Yan dσ/dMll @ 7 TeV
Source of large background for searches with isolated dileptons

Distribution is unfolded for resolution and corrected for acceptance and QED 
final-state radiation

Predictions are normalized to Z peak cross section (60 < Mll < 120 GeV)

8 CMS-PAS-EWK-11-007
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Figure 8: The Drell-Yan invariant mass spectrum, normalized to the Z resonance region,
r = (1/sllds/dM), as measured and as predicted by NNLO calculations, for the full phase
space. The vertical error bar indicates the experimental (statistical and systematic) uncertain-
ties summed in quadrature with the theory uncertainty resulting from the model-dependent
kinematic distributions inside each bin in the dimuon channel (top) and the dielectron channel
(bottom).
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Figure 8: The Drell-Yan invariant mass spectrum, normalized to the Z resonance region,
r = (1/sllds/dM), as measured and as predicted by NNLO calculations, for the full phase
space. The vertical error bar indicates the experimental (statistical and systematic) uncertain-
ties summed in quadrature with the theory uncertainty resulting from the model-dependent
kinematic distributions inside each bin in the dimuon channel (top) and the dielectron channel
(bottom).

Excellent agreement with FEWZ+MSTW2008



Drell-Yan d2σ/dydMll @ 7 TeV
A measurement in bins of Mll provide even better constraints on PDFs 
Dimuon in a restricted acceptance: Mμμ > 20 GeV and |y| < 2.4 

Yields normalized to the Z peak region 
Distribution corrected for final state QED radiation 

Significant differences between data, POWHEG NLO and FEWZ NNLO 
calculations at low masses are observed
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Figure 9: The Drell-Yan rapidity-invariant mass spectrum in detector acceptance in the dimuon
channel, normalized to the Z resonance region, r = (1/sllds/dMdY), as measured and as
predicted by NLO POWHEG+CT10 PDF and NNLO FEWZ+MSTW2008 PDF calculations. The
error bands in the ratio plot combine the statistical systematic and the PDF uncertainties.
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Figure 9: The Drell-Yan rapidity-invariant mass spectrum in detector acceptance in the dimuon
channel, normalized to the Z resonance region, r = (1/sllds/dMdY), as measured and as
predicted by NLO POWHEG+CT10 PDF and NNLO FEWZ+MSTW2008 PDF calculations. The
error bands in the ratio plot combine the statistical systematic and the PDF uncertainties.
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Figure 9: The Drell-Yan rapidity-invariant mass spectrum in detector acceptance in the dimuon
channel, normalized to the Z resonance region, r = (1/sllds/dMdY), as measured and as
predicted by NLO POWHEG+CT10 PDF and NNLO FEWZ+MSTW2008 PDF calculations. The
error bands in the ratio plot combine the statistical systematic and the PDF uncertainties.

20 < Mll < 30 GeV 60 < Mll < 120 GeV 120 < Mll < 200 GeV



Forward-Backward Asymmetry (7 TeV)

Asymmetries at the Z pole sensitive 
to sin2θleff

cos θ* approximated by Collins-Soper 
angle wrt to beam direction closer to 
dilepton direction

Results are unfolded, corrected for 
QED FSR, combined between e and 
μ channels in the acceptance, pT(μ) 
> 20 GeV, |η| < 2.4 and Mll > 40 GeV 
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arXiv:1207.3973

AFB in Drell-Yan and sin2θW

‣ Ζ - γ* interference leads  
to Forward-Backward 
Asymmetry in Drell-Yan 
process

‣ AFB sensitive to the 
effective sin2θW 
parameter in the SM

‣ Expect zero asymmetry at 
the Z pole, negative below 
and positive above (driven 
by axial couplings to Z)

19

Asymmetry uncorrected for mass resolution 
or dilution effects.. In agreement with MC  

predictions (POWHEG+CT10) 
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Z/* Forward-Backward Asymmetry (AFB) 

•  cos* > (<) 0 → forward (backward) events 

• * is the angle of the negative lepton relative the quark                         

  momentum in the dilepton centre-of-mass frame 

•  Minimize the effect of unknown pT of incoming quark 

   by measuring * in the Collins-Soper frame 

both -f and Z-f couplings 
 

-f only coupling 

8
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Figure 3: The unfolded and combined (µ+µ� and e+e�) measurement of AFB at the Born level
in four |y| bins for pT(`) > 20 GeV and |h(`)| < 2.4. The data points are shown with both sta-
tistical error bars and combined statistical and systematic error bars. The error bars on the MC
points are the PDF uncertainties. The MC statistical errors are of the same order of magnitude
as the PDF uncertainties. The horizontal extent of the error bars indicates the bin width (ex-
cept for the last bin, which is truncated at 400 GeV). Beneath each plot is shown the difference
between data and MC, normalized by the combined statistical and systematic uncertainty. The
green and yellow bands indicate the 1s and 2s differences of data from theory predictions.

Good agreement with 
SM predictions



Provides significant constraints on PDF fits

Results agrees with NLO, except for MSTW2008

W charge asymmetry @ 7 TeV

11

Charge asymmetry with W→ μν  (7 TeV)

‣ Provides significant 
constraint on PDF global fits

‣ Form χ2 to measure 
agreement with different 
PDF models

15

PDF model χ2

MSTW2008NLO 5.3

CT10W 2.1

NNPDF2.1 4.1
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Result with 2011 data (muons)
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Charge Asymmetry with W→eν (7 TeV)

‣ Good agreement with NLO, except 
MSTW

‣ Background contribution increases with η
16

Significant contribution 
to PDF fits

��������������������
�����������������
�
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W Charge Asymmetry 

Common phase-space agreed by  
ATLAS, CMS and LHCb within 
LHC Electroweak Working Group 

In pp collisions W bosons are mostly produced 
via valence q - sea q interaction 
 
Charge asymmetry |Y|-dependency is sensitive 
to differences between u and d PDFs  
         →    Important input to PDF fits 
 
In leptonic W decay (pp→W+X→lX) 
rapidity not accessible due to presence of 
neutrino 
 
Use lepton pseudorapidity to measure: 
 
 
 
 

First measurements with 2010 datasets  
compares well with predictions 

W → µν

W → eν

Flatter in data than expected Larger background for high ηCMS-PAS-EWK-11-005

PRL 109 (2012) 111806



Provides information on strange quark pdf’s

Select W(→ µν) + ≥ 1 jet, search for a secondary vertex 
and fit lifetime discriminant using template functions

Results in the acceptance

‣ pT µ > 25 GeV/c, ηµ < 2.1

‣ pTjet > 20 GeV/c,ηjet <2.1

W+c

12

9

found to be minimal. One of the basic criteria to build a secondary vertex is the requirement
of a large decay length significance in the transverse plane (above 3.0). Therefore the distri-
bution of this significance was artificially decreased in MC in order to obtain the best possible
statistical agreement with the shape of the distribution observed in data. The impact on the
vertex efficiency (⇧ 10%) is consistent with the assigned systematics. Finally, and in order to
test the effect of potential discrepancies in the number of tracks at the event primary vertex, the
jet charged track multiplicity distribution was studied. Differences between data and MC were
found to be too small to produce a visible systematic effect. The quoted uncertainty (14.1%)
is also consistent with the one found in dedicated b-tagging studies [21]. This uncertainty is
expected to decrease in the future, with the help of larger signal samples and the availability of
independent methods to measure the vertex efficiency.

The analysis was cross-checked using the “track-counting high-efficiency” (TCHE) lifetime tag-
ging discriminator, DTCHE, as main analysis variable, instead of the DSSVHE variable and no
disagreements were found.

Finally, we have repeated the analysis using a (LO) W+jets MADGRAPH Monte Carlo as ref-
erence. Despite the LO approach, also at the level of parton density functions, this sample
reproduces more accurately the jet multiplicity and kinematic properties of W + ⌅ 2 jets in
the final state. The obtained ratios: R±

c (pjet
T > 20, |� jet| < 2.1) = 1.01 ± 0.21 and Rc(pjet

T >
20, |� jet| < 2.1) = 0.130± 0.014 (stat.) are consistent with those of our reference analysis within
the estimated statistical and systematic uncertainties.

These ratios are to be compared with analytical calculations from the MCFM program. Predic-
tions for different PDF sets in the kinematic region pjet

T > 20 GeV, |� jet| < 2.1, p`T > 25 GeV,
|�`| < 2.1 are shown in Table 5, where ` is the lepton from the W decay. Parameters of the cal-
culation have been adjusted to match the experimental measurement and the CMS generator
level conditions. Differences among the predictions obtained with the various PDF sets largely
exceed the expected uncertainties (at 68% CL). It has to be noted as well the very different size
of the associated uncertainties. Both facts are mostly due to the different assumptions of the
several PDF groups about the strange and anti-strange quarks content of the proton and to the
different experimental inputs used.

Ratio MCFM (CT10) MCFM (MSTW08) MCFM (NNPDF21)
R±

c 0.915+0.006
�0.006 0.881+0.022

�0.032 0.902 ± 0.008
Rc 0.125+0.013

�0.007 0.118+0.002
�0.002 0.103 ± 0.005

Table 5: R±
c and Rc predictions from MCFM at NLO. Kinematic cuts are: pjet

T > 20 GeV, |� jet| <
2.1, p`T > 25 GeV, |�`| < 2.1, dR(`, jet) > 0.3. Partons are joined using an anti-kT algorithm
with R = 0.5 parameter. The quoted values correspond to different PDF choices and only PDF
variations (at 68% CL) are considered for the total uncertainties.

7 Results
We have measured the ratios R±

c ⇤ ⇥(W+ c̄)/⇥(W�c) and Rc ⇤ ⇥(W + c)/⇥(W + jets) for lead-
ing jets with pT > 20 GeV and |�| < 2.1 using a data sample of 36 pb�1 integrated luminosity,
collected with the CMS detector in 2010. We obtain:

R±
c = 0.92 ± 0.19 (stat.)± 0.04 (syst.)

Rc = 0.143 ± 0.015 (stat.)± 0.024 (syst.)

Good agreement but large dependence of MCFM predictions on Rc from pdf

R±c =
�(W+ + c̄ + X)
�(W� + c + X)

= 0.92± 0.19 (stat.)± 0.04 (syst.)

Rc =
�(W + c + X)
�(W + jet + c)

= 0.143± 0.015 (stat.)± 0.024 (syst.)
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Figure 5: Top: fit to the SSVHE discriminator of the W+ c̄ selected sample. Bottom: fit to the
SSVHE discriminator of the W�c selected sample. Background components are stacked.
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Diboson production at LHC

Triple gauge couplings:
‣ Charged triple gauge couplings (WWZ, WWγ) allowed
‣ Neutral triple gauge couplings (ZZZ, ZZγ) forbidden in Standard Model

Anomalous couplings lead to enhanced cross section, larger boson pT
Diboson production:
‣ provides a direct measurement of (anomalous) triple gauge couplings 
‣ is an important background to Higgs and BSM searches 

13

Anomalous Triple Gauge Couplings (aTGC)

• The s-channel diagram contains a 
triple gauge coupling vertex

• Neutral TGC are not allowed in the 
standard model

• Observation of either neutral TGC or 
deviations from the SM charged TGC 
would be evidence of new physics

• aTGC modify both production 
rate and event kinematics

• Use measured cross section or event 
kinematics to constrain aTGC

• Neutral and charged couplings probed 
by different channels

17

Coupling Parameters Channel

WWγ λγ, Δκγ WW, Wγ

WWZ λZ, Δκz, Δg1
Z WW, WZ

ZZγ h3
Z, h4

Z Zγ

Zγγ h3
γ, h4

γ Zγ

ZZZ f4Z, f5Z ZZ

ZγZ f4γ, f5γ ZZ

V

V

V

V

V

t-channel s-channel



WW→lνlν (8 TeV)
Signal selection: dileptons + MET 

Backgrounds
‣ Z→ll: Z veto + high MET  
‣ W+jets: tight lepton id 
‣ tW and ttbar: jet veto

14

CMS-PAS-SMP-12-013

8 TeV
WW→lνlν Results
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WW/WZ→lνjj  (7 TeV)
Larger branching ratio, but larger background
Cross-section extracted from a unbinned maximum-likelihood fit to mjj 
W+jets background is fitted using a combination of simulated samples with 
different renormalization/factorization and matching scales 

15

σ(WW+WZ) = 68.89 ± 8.71 (stat) ± 9.70 (syst) ± 1.52 (lumi) pb 
compatible with NLO predictions: 65.6 ± 2.2 pb

4
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Figure 1: (a) Distribution of the dijet invariant mass in data, with the binning chosen based on
the resolution and fit projections of the relevant components overlaid. (b) The dijet invariant
mass after subtraction of all components except the electroweak WW+WZ processes. The er-
ror bars represent the statistical uncertainties and the hatched bands represent the systematic
uncertainties. (c) The normalized residual or pull: (data � fit)/(fit uncertainty).

the yields, and then perform a fit to each pseudo-data mjj distribution. The results for both the
muon and electron channels indicate that there is a small bias (-8.6% and -6.6%) in the WW+WZ
yield, corresponding to less than 0.4 standard deviations, and that the fit slightly overestimates
the uncertainty on the yield. These effects are corrected for in the final result. The validation
procedure shows that biases in all background yields and errors are small. The fit results for the
background components are statistically consistent with the expectations, with the exception of
W+jets, where 12% fewer events than expected are observed. Overall, the approach produces
a high quality model of the data (Fig. 1(a)), where the pull distribution is consistent with 0
(Fig. 1(c)), and allows us to extract the diboson peak (Fig. 1(b)).

Systematic uncertainties arising from the jet energy are estimated from W bosons decaying
hadronically in a sample of semileptonic tt events. The mean and resolution of the recon-
structed dijet mass distribution in data agree to within 0.6% of the expectations from simula-
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Figure 1: (a) Distribution of the dijet invariant mass in data, with the binning chosen based on
the resolution and fit projections of the relevant components overlaid. (b) The dijet invariant
mass after subtraction of all components except the electroweak WW+WZ processes. The er-
ror bars represent the statistical uncertainties and the hatched bands represent the systematic
uncertainties. (c) The normalized residual or pull: (data � fit)/(fit uncertainty).

the yields, and then perform a fit to each pseudo-data mjj distribution. The results for both the
muon and electron channels indicate that there is a small bias (-8.6% and -6.6%) in the WW+WZ
yield, corresponding to less than 0.4 standard deviations, and that the fit slightly overestimates
the uncertainty on the yield. These effects are corrected for in the final result. The validation
procedure shows that biases in all background yields and errors are small. The fit results for the
background components are statistically consistent with the expectations, with the exception of
W+jets, where 12% fewer events than expected are observed. Overall, the approach produces
a high quality model of the data (Fig. 1(a)), where the pull distribution is consistent with 0
(Fig. 1(c)), and allows us to extract the diboson peak (Fig. 1(b)).

Systematic uncertainties arising from the jet energy are estimated from W bosons decaying
hadronically in a sample of semileptonic tt events. The mean and resolution of the recon-
structed dijet mass distribution in data agree to within 0.6% of the expectations from simula-



aTGC limit with WW→lνjj
Extracted from WW pT 

16

WWγ aTGC from WW and Wγ Channels

18

Best limits now from LHC when using full 
2011 data samples

D0       10.1103/PhysRevLett.107.241803
ATLAS  10.1016/j.physletb.2012.09.017
CMS     PAS-EWK-11-009
CMS     arXiv:1210.7544

=0⇥⇤�=0.05,⌅

Best limit from LHC using full 2011 data 

-0.038 < λZ < 0.030

-0.111 < Δκγ < 0.142
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Figure 2: Dijet pT distributions for (a) the muon and (b) the electron channels after full selec-
tion and with the requirement 75 GeV < mjj < 95 GeV. The stacked histogram shapes are
taken from simulation or, where applicable, from data-driven estimates. They are normalized
according to the fit to the observed mjj spectrum in data. Below we show the Data/MC ratio
with the (dashed) red lines corresponding to the shape uncertainty. The last bin includes the
overflow.

the MCFM [30] NLO predictions. We account for systematic uncertainties arising from luminos-
ity, signal selection efficiency, signal shape, and from the normalization and shape of the SM
processes. We find no evidence for aTGCs. Given the tight bound on the parameter DgZ

1 [37],
we assume the SM value (DgZ

1 = 0) and set limits on the two parameters l and Dkg. Exclu-
sion limits at 95% confidence level (CL) in the two-dimensional l-Dkg plane, computed using
the modified frequentist CLS [39, 42] technique with profile likelihood as the test statistic, are
shown in Fig. 3. We obtain the following one-dimensional observed 95% CL limits assuming
the SM value for the other parameter: �0.038 < l < 0.030, �0.11 < Dkg < 0.14. These limits
are competitive with, and in some cases improve upon, the sensitivity of the combined LEP ex-
periments listed in Refs. [37, 43–46]. The ATLAS Collaboration recently reported limits in the
fully leptonic channel for WZ [7] and WW [8] production. Limits obtained from fully leptonic
channels are weaker due to the smaller branching fractions.

In summary, a measurement of the sum of the inclusive WW and WZ production cross sections
has been performed using events containing a leptonically decaying W and two jets. The mea-
sured value for the cross section is s(pp ! WW + WZ) = 68.9 ± 8.7 (stat.) ± 9.7 (syst.) ±
1.5 (lum.) pb, which is consistent with the SM prediction. This is the first measurement of
WW+WZ production in pp collisions using this signature. No evidence for anomalous triple
gauge couplings is found, and limits are set on their magnitudes.

We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC and thank the technical and administrative staffs at CERN and at other CMS
institutes for their contributions to the success of the CMS effort. In addition, we gratefully
acknowledge the computing centers and personnel of the Worldwide LHC Computing Grid
for delivering so effectively the computing infrastructure essential to our analyses. Finally,
we acknowledge the enduring support for the construction and operation of the LHC and the
CMS detector provided by the following funding agencies: BMWF and FWF (Austria); FNRS
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Dijet mass resonances in W+2 jets
The dijet mass in WW/WZ →lνjj has been searched for new resonances 

Assuming H-like efficiency, as in WH searches, limit has been set  for a 
generic Gaussian signal hypothesis with Mjj=150 GeV and width=15 GeV
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arXiv:1208.3477



ZZ→2l2l’ (8 TeV) 
ZZ→2l2l’ (e or μ) is almost background free 
ZZ→2l2τ increase signal acceptance by 10% but higher background 
‣ 20 < Mvis < 90 GeV for τeτμ 
‣ 30 < Mvis < 90 GeV otherwise

Background from control samples (same sign dileptons or inverted cuts)
Results from a simultaneous likelihood fit the yields in all channels 
Good agreement with SM both at 7 TeV and 8 TeV

18

ZZ→ll(l’l’) Analysis

14

Observe agreement with 
standard model

• ll(l’l’) - Z1,2→ll (e or μ) CMS (ATLAS)

• 60 (66) < MZ1,MZ2 < 120 (116) 

• llττ Analysis (CMS) - Z1→ll,  Z2→ττ

• Select 20/30 < Mvis < 90 (eτ / μτ / τhτh) 

- Increases total signal acceptance

- Higher backgrounds in this channel

ATLAS (7 TeV, 4.7 fb) ATLAS-CONF-2012-026
ATLAS (8 TeV, 5.8 fb) ATLAS-CONF-2012-090
CMS (8 TeV) CMS-PAS-SMP-12-014
CMS (7 TeV) CMS-PAS-SMP-12-007

CMS-PAS-SMP-12-014
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Figure 1: (Top) Distribution of the four-lepton reconstructed mass for the sum of the 4e, 4µ and
2e2µ, and sum of the 2`2t channels. The points represent the data, and the shaded histograms
represent the expected ZZ signal and background. The histogram shapes are taken from MC
simulation and are normalized to the corresponding estimated values from Table 1. The bottom
plots show the correlation between the reconstructed masses of Z1 and Z2.
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while all the other anomalous couplings are set to zero.
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Figure 3: Expected and observed two-dimensional exclusion limits at 95% CL on the anomalous
neutral trilinear ZZZ ( f Z

4,5) and ZZg ( f g
4,5) couplings. The green and yellow bands represent the

one and two standard-deviation variations from the expected limit. In calculating the limits,
the anomalous couplings that are not shown in the figure are set to zero.

aTGC limits with ZZ→2l2l’

19

ZZZ and ZγZ aTGC Extraction in ZZ→4l Channels

22

aTGC limits extracted from fitting the ZZ 
invariant mass spectrum (CMS)

Total number of observed events (ATLAS)

ATLAS: Phys. Rev. Lett. 108 (2012) 041804
CMS: CMS-SMP-12-007-001
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Limits sets on ZZZ and ZγZ couplings using 4l invariant mass

-0.012 < f4
Z < 0.013

-0.012 < f5
Z < 0.013

-0.014 < f4
γ < 0.014

-0.015 < f5
γ < 0.015

arXiv:1211.4890



W(lν)γ/Z(ll)γ  (7 TeV)
Main selection cuts: 

‣ lepton pT > 20 GeV, 35 GeV for W→eν

‣ mTW > 70 GeV to remove QCD bkg and surpass electron trigger turn-on

Background due to mis-id photon from a template fit to a shower shape variable

20

20 6 Production Cross Section Measurements
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Figure 9: Photon candidate ET spectrum (left) is given for data (black dots), signal MC simu-
lation (red hatched histogram), and background from Z/g⇤+jets (blue hatched histogram) for
Zg ! µµg (left) and Zg ! eg (right).

eeg µµg
Source Systematic uncertainty Effect on Nsig
Electron and photon energy scale ele: 0.5%; pho: 1% (EB) 3% (EE) 3.0 % n/a
Photon energy scale 1% (EB) 3% (EE) n/a 4.19%
Muon pT scale 0.2% n/a 0.60%
Total uncertainty on Nsig 3.0 % 4.23%
Source Systematic uncertainty Effect on F = A · eMC
Electron and photon energy resolution 1% (EB), 3% (EE) 0.2 % n/a
Photon energy resolution 1% (EB), 3% (EE) n/a 0.06%
Muon pT resolution 0.6% n/a 0.08%
Pileup Shift data PU distribution by ± 5% 0.6 % 0.44%
PDF CTEQ6L reweighting 1.1% 1.10%
Signal Modeling 0.6 % 1.10%
Total uncertainty on F = A · eMC 1.4 % 1.22%
Source Systematic uncertainty Effect on reff
Lepton reconstruction 0.8 % 1.0 %
Lepton trigger 0.1 % 1.0 %
Lepton ID and isolation 5.0 % 2.3 %
Photon ID and isolation 0.5% (EB), 1.0% (EE) 0.5 % 1.00%
Total uncertainty on reff 5.1 % 2.51%
Source Systematic uncertainty Effect on background yield
Template method 4.4% 5.5%
Total uncertainty on background 4.4 % 5.5%
Source Systematic uncertainty Effect on luminosity
Luminosity 2.2% 2.2% 2.2%

Table 7: Summary of systematic uncertainties for the Zg cross section measurement for full
2011 dataset.
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Figure 7: Photon candidate Eg
T distributions of the Wg candidates in data, signal and back-

ground MC simulation for Wg ! µng (left) and Wg ! eng (right).

process, NZg
bkg is the estimated number of background due to the Zg process, and Ntt̄g

bkg is the505

estimated number of background due to the tt̄g process, with a summary of inputs given in506

Table 6.507

Finally, the estimated cross sections are:

s(pp ! Wg ! eng) = 36.6 ± 1.2 (stat.) ± 4.3 (syst.) ± 0.8 (lumi.) pb.

s(pp ! Wg ! µng) = 37.5 ± 0.9 (stat.) ± 4.4 (syst.) ± 0.8 (lumi.) pb.

The combination of the cross sections, performed using a Best Linear Unbiased Estimator
(BLUE) [32], is:

s(pp ! Wg ! `ng) = 37.0 ± 0.8 (stat.) ± 4.0 (syst.) ± 0.8 (lumi.) pb.

All three results are consistent with the theoretical NLO cross section 31.81± 1.8 pb., computed508

with MCFM, within uncertainties.509

6.5 Zg Event Selection510

In this section we describe the measurement of the Zg production cross section with Z boson511

decaying to either electrons or muons. The process is characterized by two prompt, energetic512

charged leptons and an isolated prompt photon. The object identification criteria have been513

described in previous sections and are applied here with the addition of a 50 GeV dilepton514

invariant mass cut to selected on-shell Zs.515

Applying the selection criteria yields 4108± 64.1 Zg ! eeg candidate events in data that agrees516

well with 4221.2± 33.6 predicted events from 3302.0± 22.3 signal, estimated in MC simulation,517

and 919.2± 25.2 background events. The muon channel selection yields 6463 candidate events.518

The observed number of Zg ! µµg candidate events agrees well with the estimate of 6433.0±519

101.8 candidate events comprising 5028.6 ± 36.4 expected signal and an estimate of 1404.4 ±520

95.1 background events.521



W(lν)γ/Z(ll)γ: comparison to MCFM

Comparison to MCFM shows no significative deviation from SM

Limits on aTGCs have been also set 
21
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6.7 Comparisons to MCFM Predictions532

Finally, we present a summary of the Wg and Zg cross sections measured with different lower533

bounds on the photon ET. We find no significant disagreement with the MCFM prediction for534

Wg after accounting for all systematic uncertainties when requiring the photon ET to be larger535

than 60 and 90 GeV. The measured cross sections, predictions, and their errors are summarized536

in Table 9 and in Fig. 10.537

Wg
Electron Channel (pb) Muon Channel (pb)

Eg
T > 60 GeV 0.77 ± 0.07(stat.) ± 0.13(syst.) ± 0.02(lumi.) 0.76 ± 0.06(stat.) ± 0.08(syst.) ± 0.02(lumi.)

Combination 0.76 ± 0.05(stat.) ± 0.08(syst.) ± 0.02(lumi.) pb
Prediction 0.58 ± 0.08 (pb)
Eg

T > 90 GeV 0.173 ± 0.034(stat.) ± 0.037(syst.) ± 0.004(lumi.) 0.248 ± 0.035(stat.) ± 0.048(syst.) ± 0.005(lumi.)
Combination 0.200 ± 0.025(stat.) ± 0.038(syst.) ± 0.004(lumi.) pb
Prediction 0.173 ± 0.026 pb

Zg
Eg

T > 60 GeV 0.142 ± 0.019(stat.) ± 0.019(syst.) ± 0.003(lumi.) 0.139 ± 0.013(stat.) ± 0.015(syst.) ± 0.003(lumi.)
Combination 0.140 ± 0.011(stat.) ± 0.013(syst.) ± 0.003(lumi.) pb
Prediction 0.124 ± 0.009 pb
Eg

T > 90 GeV 0.047 ± 0.013(stat.) ± 0.010(syst.) ± 0.001(lumi.) 0.046 ± 0.008(stat.) ± 0.010(syst.) ± 0.001(lumi.)
Combination 0.046 ± 0.007(stat.) ± 0.009(syst.) ± 0.001(lumi.) pb
Prediction 0.040 ± 0.004 pb

Table 9: The summary of the cross section measurements and predictions for Eg
T > 60 and 90

GeV for Wg and Zg.
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Figure 10: The left plot shows the summary of all cross section measurements and comparisons
to theory for the Wg measurement, the right plot is for Zg.
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Zγ→ννγ
First measurement of Zγ→ννγ at √s = 7 TeV
‣ Difficult because of large instrumental and non-collision backgrounds

‣ Photon |η| < 1.4, ET > 145 GeV, MET > 130 GeV and no other significant activity

‣ Most backgrounds and efficiencies are estimated with data-driven methods

Result:  σ = 21.3 ± 4.2 (stat.) ± 4.3 (syst.) ± 0.5 (lumi.) fb
BAUR prediction (NLO+NLL): σ = 21.9 ± 1.1 fb 
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5

Source Systematic uncertainty in (A ⇥ e)sim [%]
photon energy scale ± 4.3

MET scale +1.6 -3.1
MET resolution ± 0.03
jet energy scale ± 0.8

jet energy resolution ± 0.2
identification of photon vertex ± 0.3

pile-up modeling ± 2.4
PDF modeling ± 2.4

Total +5.7 -6.3

Table 2: Systematic uncertainties on (A ⇥ e)sim.
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Figure 2: The photon ET and MET distribution in data (dots) compared with estimated con-
tributions from SM backgrounds (filled histograms) with a typical anomalous TGC signal is
shown as dot-and-line histogram. The last bin also includes overflows.



aTGC combined limit 

Combining Zγ→llγ and Zγ→ννγ significantly 
increases sensitivity to neutral aTGC
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Figure 6: Two-dimensional 95% C.L. limits on ZZg couplings (a) and Zgg couplings(b) for
combined neutral and charged leptonic channels.
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Figure 6: Two-dimensional 95% C.L. limits on ZZg couplings (a) and Zgg couplings(b) for
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ZZγ and Zγγ aTGC Extraction in Zγ Channels
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New CMS results combining llγ and ννγ final states 
significantly increase sensitivity to neutral aTGC

D0       7.2 fb     10.1103/PhysRevD.85.052001
CDF     5.1 fb     10.1103/PhysRevLett.107.051802
ATLAS  1.02 fb   10.1016/j.physletb.2012.09.017
CMS      5.0 fb    PAS-EWK-11-009 and PAS-SMP-12-020
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Z→4l (7 TeV)
Four leptons in a phase space similar to Higgs 
search
Can be used for direct calibration of Higgs mass 
and resolution
Signal definition: 
‣ 80 < m4l < 100 GeV
‣ mll > 4 GeV for all possible pairs

Background from Zγ*→4l and Z+X

Theory 
(CalcHEP)

24

First observation of Z→4l in pp collisions

• Standard candle for four lepton events in 
similar phase space to Higgs search

• Theoretical expectations

• BR: 4.45×10-06

• Cross Section: 120 ± 4.92 fb

15

...FSR

ISR...

6 5 Results

5.2 Measurement of �(pp � Z) · BR(Z � 4�) and BR(Z � 4�)

The number of observed events in signal (Z ⌅ 4�) and control (Z ⌅ µµ) regions can be ex-
pressed as follows:

�
i

L · ⇤(pp ⌅ Z) · BR(Z ⌅ 4�) · fi · �acc
i · �

exp
i · ci = NZ⌅4�

obs � Nbkg (i = 4e, 4µ, 2e2µ), (1)

L · ⇤(pp ⌅ Z) · BR(Z ⌅ µ+µ�) · �acc
Z⌅µ+µ · �

exp
Z⌅µ+µ� · cZ⌅µ+µ� = NZ⌅µ+µ�

obs � N
⇧
bkg, (2)

where

• L stands for the integrated luminosity,
• ⇤(pp ⌅ Z) for theoretical Z boson production cross section (80 < mZ⇤ < 100 GeV),

26908 fb (calculated with FEWZ 1),
• BR(Z ⌅ 4�) for the signal decay branching fraction (with the m�� > 4 GeV cut),
• BR(Z ⌅ 2µ) for the Z ⌅ µµ branching fraction, 0.03366 [7],
• fi for the relative fraction of all 4� events going into the ith sub-channel ( i = 4e, 4µ, 2e2µ),
• �acc

i for the theoretical acceptance of lepton pT and ⇥ requirements used in the anal-
ysis,

• �
exp
i for the experimental efficiency, as obtained in the simulation, to reconstruct

events within the acceptance,
• ci for the data-to-simulation correction factor for the experimental efficiency derived

from Monte Carlo.

Eq. (1) allows extraction of the production cross section times branching fraction ⇤(pp ⌅ Z) ·
BR(Z ⌅ 4�): 125 ± 25(stat) fb, while the fraction of Eqs. (1) and (2) allows extraction of the
branching fraction BR(Z ⌅ 4�), with cancellation of several systematic errors: 4.5± 0.9(stat)⇥
10�6. The statistical error is defined by the 26 events observed. These measurements agree with
the standard model predictions: 120 ± 4.92 fb and 4.45 ⇥ 10�6, respectively.

To properly account for systematic errors, including their correlations between different chan-
nels as well as between signal and background, we construct the full likelihood for the four
observations (4e, 4µ, 2e2µ, and 2µ), as described in Appendix A. Using the full likelihood in
conjunction with the profile likelihood method [13], we measure the Z ⌅ 4� production cross
section ⇤(pp ⌅ Z) · BR(Z ⌅ 4�) and the branching fraction BR(Z ⌅ 4�) as follows:

⇤ ⇥ BR(Z ⌅ 4�) = 125+26
�23(stat)+9

�6(syst)+7
�5(lumi) fb,

BR(Z ⌅ 4�) = 4.4+1.0
�0.8(stat)± 0.2(syst)⇥ 10�6.

5.3 Z � 4� decays as a standard candle in the H � ZZ � 4� search.

The Z ⌅ 4� decays give a clean resonant peak in the four-lepton invariant mass distribu-
tion, which can be used as a standard candle in the context of the Higgs boson search in the
H ⌅ ZZ ⌅ 4� decay mode. Fig. 3 (left), shows the number of events in the Z ⌅ 4� peak

1https://twiki.cern.ch/twiki/bin/viewauth/CMS/StandardModelCrossSections
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Conclusions
CMS has provided many electroweak measurements that test the SM @ 7TeV & 8TeV

‣ Typical precision comparable to or better than size of NLO corrections

‣ Most results limited by systematics 

So far, electroweak measurements are in agreement with SM predictions over several 
order of magnitude in production cross-sections

Significant constraints set on pdf and new physics

‣ using differential distribution increase sensitivity 

‣ limits on aTGC most sensitive in most channels

More results on 8 TeV to come... 

Stay tuned!

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResults
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResults
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResults


CMS EWK results outlook
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Many thanks to the conference organizers 
for the nice place and warm atmosfere!
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Muons and electrons
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Figure 21: Distributions of the dielectron invariant mass for the selected Z ⇥ e+e� candi-
dates on a linear scale (top) and on a logarithmic scale (bottom) before (left) and after (right)
applying energy-scale correction factors. The points with the error bars represent the data.
Superimposed are the expected distributions from simulations, normalized to an integrated
luminosity of 36 pb�1. The expected distributions are the Z signal (yellow, light histogram),
other EWK processes (orange, medium histogram), and tt̄ background (red, dark histogram).
Backgrounds are negligible and cannot be seen on the linear-scale plots.
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Figure 22: Distributions of the dimuon invariant mass for the selected Z ⇥ µ+µ� golden can-
didates on a linear scale (left) and on a logarithmic scale (right). The points with the error bars
represent the data. Superimposed are the expected distributions from simulations, normalized
to an integrated luminosity of 36 pb�1. The expected distributions are the Z signal (yellow,
light histogram), other EWK processes (orange, medium histogram), and tt̄ background (red,
dark histogram). Backgrounds are negligible and cannot be seen on the linear-scale plots.
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Figure 23: Distributions of the dimuon invariant mass for the selected Zµt (left) and Zµs (right)
candidates. The points with the error bars represent the data. Superimposed are the expected
distributions from simulations, normalized to an integrated luminosity of 36 pb�1. The ex-
pected distributions are the Z signal (yellow, light histogram), other EWK processes (orange,
medium histogram), tt̄ background (red, dark histogram) and QCD background (violet, black
histogram).
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Figure 13. Calibrated /Ex,y resolution versus calibrated PF �ET for Calo /ET, TC /ET, and PF /ET in data and
in simulation.

to make a meaningful comparison, we calibrate the measured /ET for the different algorithms to
the same scale using the response from figure 10. These corrections would not be needed if all ⌅/ET
algorithms had both type-I and type-II corrections.

We use the PF �ET in plotting the /ET resolutions for all three algorithms, as it gives the best
estimate of the true �ET, and hence is an accurate evaluation of the event activity. We calibrate PF
�ET to the particle-level �ET, on average, using the predicted average mean value as a function of
the particle-level �ET from a simulation of events from the PYTHIA 8 event generator [22].

Figure 13 shows the calibrated /Ex,y Gaussian core resolution versus the calibrated PF �ET

for different /ET reconstruction algorithms in events containing at least two jets with pT > 25GeV.
Both TC /ET and PF /ET show improvements in the /ET resolution compared to the Calo /ET, with
the PF /ET yielding the smallest /ET resolution.

Figure 14 shows the PF /ET distributions for different intervals of Calo �ET and for jet multi-
plicities varying from two to four, normalized to the same area. The jets are required to be above
a pT threshold of 20GeV. The good agreement of the normalized shapes in figure 14 indicates
that PF /ET-performance in events without genuine /ET is driven by the total amount of calorimetric
activity (parametrized by Calo �ET) and no residual nonlinear contribution from jets to PF /ET is
visible. Similar behaviour is also observed for Calo /ET and TC /ET.

6.5 Effect of multiple interactions

Pile-up, namely multiple proton collisions within the same bunch crossing, occurs because of high
LHC bunch currents and can play an important role in ⌅/ET performance.

Because there is no true ⌅/ET in minimum-bias events and because the average value for a
component of ⌅/ET in these events is zero (e.g., the x or y component), pile-up should have only
a small effect on the scale of the component of the measured ⌅/ET projected along the true ⌅/ET
direction. Pile-up, however, will have a considerable effect on the resolution of the parallel and
perpendicular components.

We investigate the effect of pile-up using multijet samples, � , and Z data.
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Z pT and differential x-sec
Probes hard gluon pdf at high pT while it is dominated by UE 
tunes at low pT

POWHEG+PYTHIA6 shows some discrepancies in the lower region

30

Z Differential Pt Spectrum
‣ Using Drell-Yan events selected in the same way as for the inclusive 

cross section, with 60<Mll<120 GeV: ~ 12’000 events per lepton 
channel
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W+

W-

electrons muons

Pz(W) undetermined

=> can not measure 
polarization directly 
from lepton direction 
in W rest frame 

Use instead Lepton 
Projection: 

where only transverse 
variable are involved
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PT(W) > 50 GeVprocedure is also applied to simulated samples. The LP

distribution from the QCD multijet background after all
selection cuts is found to be well reproduced by the anti-
selected electron sample.

The polarization fraction parameters (fL ! fR) and f0
are measured by using a binned maximum likelihood fit to
the LP variable, separately for Wþ and W! bosons in the
electron and muon final states. The LP distribution for each
of the three polarization states of the W boson is extracted
from Monte Carlo samples which are reweighted to the
angular distributions expected from each polarization state
in theW boson center-of-mass frame. The LP distributions
are simulated in the presence of pileup events matching the
vertex multiplicity distribution observed in the data, cor-
responding to an average of 2.8 reconstructed vertices per
event.

The LP distributions for electrons and muons are shown
in Figs. 1 and 2, respectively. Also shown are the results of
the fit to the individual components corresponding to the
three W polarization states and to the background. The
background consists of an electroweak component and a
QCD multijet component, which is negligible in the muon
sample. The fit is carried out by keeping the electroweak
background contribution fixed to the value predicted by
simulation, whereas all other components, including the
QCD multijet background, are allowed to vary. The results
of the fits, along with the correlations between these ex-
tracted parameters, are listed for positively and negatively
charged electrons and muons in supplemental Table I [14].
For each W boson charge, the results for electrons and
muons are self-consistent. The correlations differ due to
the QCD multijet component included in the fit to the
electron final state. Also shown are the results from per-
forming a combined fit, simultaneously to both the electron
and muon data.

Several experimental and theoretical effects are consid-
ered as sources of systematic uncertainty. The most sig-
nificant sources, which are listed in supplemental Table II
[14], stem from the energy scale and resolution [15] un-
certainties of the jets recoiling against theW boson, which
enter in the measurement of its transverse momentum.
These uncertainties are fully correlated between the elec-
tron and muon channels. The recoil energy scale is varied
by its measured uncertainty [16], and the effect is propa-
gated through the analysis, resulting in modified LP dis-
tributions. The measurement is repeated, and the full
difference from the nominal value is quoted as the system-
atic uncertainty from this source. The effect is smaller for

values of LP close to 1, corresponding to low values of~ET ,
and hence the uncertainty is smaller forW! relative toWþ.
The same procedure is followed for the recoil resolution,
electron energy, and muon momentum scale. Decays of Z
bosons to electrons are used to derive corrections, in bins of
the electron pseudorapidity, which calibrate the electron
energy scale. An uncertainty of#50% on these corrections

is assumed, in order to cover the full range of variations.
Decays of Z bosons to muons are used to constrain the
muon momentum scale, and an uncertainty of 1% at
100 GeV is found. The fit range of the lepton projection
variable is restricted to 0:0< LP < 1:3, as a result of the
minimization of the combined statistical and systematic
uncertainties of the measurement, independently for both
the electron and muon channels.
The uncertainty on the modeling of the QCD back-

ground in the electron channel is estimated by using the
sample of antiselected electrons which yields the shape of
the LP distribution for this background. The fit is repeated
multiple times while varying the LP distribution of the
antiselected sample within its statistical uncertainties.
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FIG. 1 (color online). Fit results using 36 pb!1 of collision
data for the LPðe!Þ (top) and LPðeþÞ (bottom) distributions. The
left-handed, right-handed, and longitudinal W components, with
normalization as determined by the fit, are represented by the
dashed, dotted, and dash-dotted lines, respectively. The shaded
distributions show the QCD and electroweak (EWK) back-
grounds. The solid line represents the sum of all individual
components and can be directly compared with the data distri-
bution (circles).
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The variation in the fit results is then used as an estimate of
the systematic uncertainty, which is found to be negligible
(< 0:1%) when compared to the leading systematic
uncertainties.

A mismeasurement of the lepton charge dilutes the
measurement of the W boson polarization. The misidenti-
fication rate is studied as a function of pseudorapidity using
Z bosons decaying into a pair of oppositely charged lep-
tons. This effect is found to be negligible for both electron
and muon channels.

The systematic uncertainty arising from matching the
vertex multiplicity distribution in the simulation to that
observed in the data is estimated by varying the former
within the statistical uncertainty of the latter and is found to
be negligible.

The effect of the theoretical uncertainties on the nor-
malization of the electroweak background distributions,
corresponding to 25% for the Z boson and 50% for the
top quark, is included in the fit and found to contribute a
negligible systematic uncertainty to the W boson polariza-
tion measurement. The lepton projection variable also
depends weakly on the values of the polarization parame-
ters A1, A2, and A3, which are not measured. In order to
evaluate the magnitude of the effect, these coefficients are
varied by !10% with respect to recent standard model
calculations at leading-order QCD [2]. These variations
produce a negligible change in the W boson polarization
measurement. A similar result is obtained for the shape of
the LP distributions by varying the parton distribution
functions using the CTEQ6.6 PDF error set.
The muon fit result, having the smallest total uncer-

tainty, is shown in the ½ðfL $ fRÞ; f0& plane for each charge
in Fig. 3. The 68% confidence level contours for both the
statistical and total uncertainties are also shown. With the
current sensitivity, the values of (fL $ fR) and f0 do not
differ significantly for Wþ and W$. When compared to
recent standard model calculations [2], the results agree
well.
In conclusion, the first measurement of the polarization

of W bosons with large transverse momenta at a pp
collider has been presented. By using a sample of collision
data corresponding to an integrated luminosity of 36 pb$1,
the measurement is performed for both charges of the W
boson, in the electron and muon final states. The results
from both of these channels are consistent, as are the
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FIG. 2 (color online). Fit results using 36 pb$1 of collision
data for the LPð!$Þ (top) and LPð!þÞ (bottom) distributions.
The left-handed, right-handed, and longitudinal W components,
with normalization as determined by the fit, are represented by
the dashed, dotted, and dash-dotted lines, respectively. The
shaded distribution shows the EWK backgrounds. The solid
line represents the sum of all individual components and can
be directly compared with the data distribution (circles).

 - 0f

0

0.1

0.2

0.3

0.4

0.5

-1 = 36 pb
 int

 = 7 TeV, LsCMS,

-W

R - fLf
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 + 0f

0

0.1

0.2

0.3

0.4

0.5

+W

FIG. 3 (color online). The muon fit result (black dot) in the
½ðfL $ fRÞ; f0& plane for negatively charged (top) and positively
charged (bottom) leptons. The 68% confidence level contours for
the statistical and total uncertainties are shown by the green
shaded region and the black contour, respectively. The disal-
lowed region is hatched.
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Systematics dominated by MET 
uncertainty

fL-fR > 0 => predominant left-
handed polarization for W+ and W-

(respectively 7.8σ and 5.1σ from 0)

With current sensitivity W+ and W- 
polarization do not differ significantly

Results in agreement with Bern Z. et 
al. Phys.Rev.D84:034008,2011

The variation in the fit results is then used as an estimate of
the systematic uncertainty, which is found to be negligible
(< 0:1%) when compared to the leading systematic
uncertainties.

A mismeasurement of the lepton charge dilutes the
measurement of the W boson polarization. The misidenti-
fication rate is studied as a function of pseudorapidity using
Z bosons decaying into a pair of oppositely charged lep-
tons. This effect is found to be negligible for both electron
and muon channels.

The systematic uncertainty arising from matching the
vertex multiplicity distribution in the simulation to that
observed in the data is estimated by varying the former
within the statistical uncertainty of the latter and is found to
be negligible.

The effect of the theoretical uncertainties on the nor-
malization of the electroweak background distributions,
corresponding to 25% for the Z boson and 50% for the
top quark, is included in the fit and found to contribute a
negligible systematic uncertainty to the W boson polariza-
tion measurement. The lepton projection variable also
depends weakly on the values of the polarization parame-
ters A1, A2, and A3, which are not measured. In order to
evaluate the magnitude of the effect, these coefficients are
varied by !10% with respect to recent standard model
calculations at leading-order QCD [2]. These variations
produce a negligible change in the W boson polarization
measurement. A similar result is obtained for the shape of
the LP distributions by varying the parton distribution
functions using the CTEQ6.6 PDF error set.
The muon fit result, having the smallest total uncer-

tainty, is shown in the ½ðfL $ fRÞ; f0& plane for each charge
in Fig. 3. The 68% confidence level contours for both the
statistical and total uncertainties are also shown. With the
current sensitivity, the values of (fL $ fR) and f0 do not
differ significantly for Wþ and W$. When compared to
recent standard model calculations [2], the results agree
well.
In conclusion, the first measurement of the polarization

of W bosons with large transverse momenta at a pp
collider has been presented. By using a sample of collision
data corresponding to an integrated luminosity of 36 pb$1,
the measurement is performed for both charges of the W
boson, in the electron and muon final states. The results
from both of these channels are consistent, as are the
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FIG. 2 (color online). Fit results using 36 pb$1 of collision
data for the LPð!$Þ (top) and LPð!þÞ (bottom) distributions.
The left-handed, right-handed, and longitudinal W components,
with normalization as determined by the fit, are represented by
the dashed, dotted, and dash-dotted lines, respectively. The
shaded distribution shows the EWK backgrounds. The solid
line represents the sum of all individual components and can
be directly compared with the data distribution (circles).

 - 0f

0

0.1

0.2

0.3

0.4

0.5

-1 = 36 pb
 int

 = 7 TeV, LsCMS,

-W

R - fLf
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 + 0f

0

0.1

0.2

0.3

0.4

0.5

+W

FIG. 3 (color online). The muon fit result (black dot) in the
½ðfL $ fRÞ; f0& plane for negatively charged (top) and positively
charged (bottom) leptons. The 68% confidence level contours for
the statistical and total uncertainties are shown by the green
shaded region and the black contour, respectively. The disal-
lowed region is hatched.
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Statistical only
Total uncertainty

Consistent results in muon and electron 
channels

Muon fit yields the most precise 
measurement  

CMS NLO ME+PS LO

W+ (fL − fR) 0.300 ± 0.031 ± 0.034 0.308 0.283 0.309

W− (fL − fR) 0.226 ± 0.031 ± 0.050 0.248 0.222 0.235

W+ f0 0.192 ± 0.075 ± 0.089 0.200 0.187 0.198

W− f0 0.162 ± 0.078 ± 0.136 0.193 0.179 0.190

TABLE III: A comparison of theoretical predictions for fL − fR and f0 to preliminary CMS re-

sults [12]. The first uncertainty in the CMS measurement is statistical and the second is systematic.

As mentioned previously, the A5, A6 and A7 coefficients vanish at LO and for ME+PS. At

NLO, they are much smaller than the current experimental and theoretical uncertainties,

and can therefore be neglected.

CMS recently presented a measurement of the polarization fractions [12]. In table III we

compare our theoretical predictions for (fL − fR) and f0 to the experimental ones. Various

corrections for effects such as acceptance cuts have been applied by CMS in order to produce

the numbers in the table. The NLO or ME+PS predictions are both in excellent agreement

with the data, within the experimental uncertainties. Large increases in the LHC data sets

are anticipated in the near future. The improvement in experimental precision that can be

expected with these data should provide even more incisive tests, possibly differentiating

between the NLO and ME+PS predictions.

Fig. 12 shows the cos θ∗ distributions for both W+ and W− bosons with pWT > 50 GeV.

These plots show that in the W+ case, the charged anti-lepton prefers to go backward with

respect to the W flight direction, while in the W− case the charged lepton tends to go

forward, in accordance with the left-handed polarizations given in table I.

Fig. 13 displays the polarization fraction fL for both W+ and W− bosons at the LHC,

as a function of the vector bosons’ transverse momenta. There are again no rapidity cuts

and no explicit jet requirements (in contrast to the setup for figs. 7 and 9). The fraction

fL climbs to around 0.7 at high pWT . The NLO predictions are a bit higher than the LO

and ME+PS ones. Fig. 14 contains the corresponding plots for the right-handed fraction

fR. Although this component rises initially, by 150 GeV it stabilizes between 0.25 to 0.30

for the W+ case. For the W− case, it is a bit higher. For fR the NLO predictions are a

24



aTGC 

33
25

Different TGC relations
• LEP parameterization (! is defined as a difference 

from the SM prediction)
- light Higgs boson scenario

- Effectively reduces number of unknown variables to three

! For W! this reduces the number of free parameters to two

• Hagiwara-Ishihara-Szalapski-Zeppenfeld (HISZ)
- Assumes the coupling between SU(2) ! U(1) fields and Higgs 

double are the same

- Reduces number of free parameters to two

• Equal coupling relation
- Two free parameters

7

Summary slide by Y. Maravin



Zγ→ννγ bkg and efficiency estimates
‣ Backgrounds

‣ Efficiency
‣ Trigger turn-on from prescaled triggers

‣ Photon-id from T&P using Z → ee

‣ Veto efficiency from W→eν and Z → ee
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4

gas process, which is estimated to be 11.1 ± 0.56(stat.)± 5.5(syst.) events. The uncertainty is129

determined from the fraction fit method and the statistical uncertainty on the number of events130

passing the shower shape requirement.131

The expected number of Z(nn̄)g signal events is 45.3± 0.3(stat.)± 6.9(stat.) . The total expected132

background is 30.2± 2.0(stat.)± 6.2(syst.) . The summary of the backgrounds is in Table 1. The133

uncertainties in backgrounds include both statistical and systematic sources.134

Source Number of selected events
Misidentified jets 11.2 ± 2.8

Beam-gas processes 11.1 ± 5.6
Misidentified electrons 3.5 ± 1.5

Wg 3.3 ± 1.0
gg 0.6 ± 0.3

g+jet 0.5 ± 0.2
Total 30.2 ± 6.5

Zg ! nng (NLO) 45.3 ± 6.9
data 73

Table 1: Summary of estimated backgrounds to the Z(nn̄)g process. The uncertainty includes
both statistical and systematic.

The signal sample Zg ! nn̄g is scaled to the NLO cross section prediction of 21.9 ± 1.1 fb135

estimated with BAUR generator [2] and cross checked with MCFM generator generator [14] to136

be 24.6 ± 0.03 fb.137

The Zg ! nn̄g cross section for Eg
T > 145 GeV in the | h |< 1.4 is calculated using the following

formula
s ⇥ Br =

Ndata � NBG

A ⇥ e ⇥ L
,

A ⇥ e = (A ⇥ e)sim ⇥ r

where Ndata is the number of observed events and NBG is the number of estimated background138

events. A is the geometrical and kinematic acceptance of the selection criteria, e is the selection139

efficiency within the acceptance and L is the integrated luminosity. The product of A ⇥ e is esti-140

mated from the MC simulation and a correction factor r is applied to account for the difference141

between the efficiency in the data and MC simulation:142

The obtained value of (A ⇥ e)sim is 0.452 ± 0.003, where the uncertainty is statistical. The143

A ⇥ e is estimated to be 0.406 ± 0.048 based on the LO simulation. The correction factor r =144

0.90 ± 0.11 takes into account the difference in efficiency between data and MC for the trigger,145

photon reconstruction, consistency of cluster timing, jet and track vetoes [20]. The systematic146

uncertainty on the measured integrated luminosity is 0.11 fb�1. The photon [16], jet [21], and147

MET [22] scale and resolution and lastly PDF [23–25] and pileup modeling are the sources of148

systematic uncertainties in (A ⇥ e)sim calculation. Additional uncertainty of 0.02 is included for149

the acceptance due to the requirement in the generated ET to be 145 GeV in the rapidity range.150

A summary of the systematic uncertainties on (A ⇥ e)sim calculated for Z(nn̄)g is presented in151

Table 2.152

The measured cross section for Z(nn̄)g for photon ET > 145 GeV within rapidity range is153

21.3 ± 4.2(stat.) ± 4.3(syst.) ± 0.5(lumi.) fb which is in good agreement with the theoretical154

cross section predicted at NLO of 21.9 ± 1.1 fb.155

using EM-enriched multi-jets events

from a fit to seed timing distribution

inverting pixel hits requirements

from MC}


