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Disclaimer

• This talk does not do a full review of Standard Model (group) CMS results

‣ more than 60 public notes and papers since 2011.

• Selection: only recent and/or representative studies are discussed here

• For more informations, check out any SMP CMS public results

‣ https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMP

‣ plots

‣ notes, papers

‣ link to HepData, to Rivet analysis details

2

Outline

• PDF, αs

• W, Z boson production in association or not with jets

• diboson production: aTGC and aQGC
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PDF, αs
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Diagrams made by MadGraph5_aMC@NLO
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Diagrams made by MadGraph5_aMC@NLO
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[SMP-12-028]
[SMP-14-002]

Good agreement between unfolded data and NLO prediction on order(s) of magnitude in Pt, Mjj !!

Small differences resulting on PDF choice 
⇒ allows to constrains PDF

q-PDF? g-PDF? depends on their correlation with variable

In general g-PDF is better constrained by QCD events

8

PDF constraints
the impact of the measurement of the double differential inclusive jet cross section on PDFs 
constraints is studied using results based on data collected at 7 TeV in CMS experiment

• inclusive jet cross section contains additional information respect to DIP data from HERA

• constraint for the gluon PDF in the region of high fractions x  

correlation between inclusive jet cross 
section and gluon PDF

central region ! high correlation for all 
jet transverse momenta

forward region ! high correlation for 
Q < 300GeV

CMS-PAS-SMP-12-028 ! 

 PDF from n-jet cross-section
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 PDF from n-jet cross-section

6

Impact on all PDF’s is present, 
here at Q2=1.9 GeV2

[SMP-12-028]

HeraFitter package used to constraint the PDFs
 - CMS Jet Pt data: input
 - input compared with prediction from theory (NLOJet)
 - PDF parameters chosen to fit the theory to the data

Reduction of uncertainties, 
especially for g-PDF
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Strategy: OS-SS to remove 
tt, single-top, Wcc, Wbb, ...

ν

SV
W MT>50 

GeV
μ

Pt>25 GeV
|η|<2.1

D meson

jet Pt>25 GeV, |η|<2.5

D± → Kππ, D0 → Kπ, D∗± → D0π → Kππ

[JHEP 02 (2014) 013]
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[PRD 90 (2014) 032004]

AW measurement: u, d quarks PDF

AW =
W+ −W−

W+ +W− ∼ uv − dv
uv + dv + 2usea

Excess of W+ over W- and rapidity

q-PDF from W+c and AW
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PDF from W+c and AW
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HeraFitter package used for the analysis
Data:  Hera I DIS
 NLO predictions available (MCFM)
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αs from n-jet cross-section

9

Use jet Pt to extract αs(Q)
*(NP+MPI)-corrections applied 
to NLOJet prediction

1) Fit on all eta ranges to 
extract αs(MZ)

2) Bin in Jet Pt, evaluate αs(MZ) 
and extrapolate using a 2-loop 
solution (HOPPET-RGE)

4.3 The results on αS(MZ) 17

As described in Section 3.4.1, the NP correction is defined as the centre of the envelope given
by PYTHIA6, HERWIG++, and the POWHEG + PYTHIA6 average of tunes Z2* and P11. Half the
spread among these three numbers is taken as the uncertainty. This is the default NP correction
used in this analysis. Alternatively, the PS correction factor, defined in Section 3.4.2, is applied
in addition as a cross-check to the main results.

The uncertainty in αS(MZ) due to the NP uncertainties is evaluated by looking for maximal
offsets from a default fit. The theoretical prediction T is varied by the NP uncertainty ∆NP
as T · NP → T · (NP ± ∆NP). The fitting procedure is repeated for these variations, and the
deviation from the central αS(MZ) values is considered as the uncertainty in αS(MZ).

Finally the uncertainty due to the renormalization and factorisation scales is evaluated by
applying the same method as for the NP corrections: µr and µ f are varied from the de-
fault choice of µr = µ f = pT between pT/2 and 2pT in the following six combinations:
(µr/pT, µ f /pT) = (1/2, 1/2), (1/2, 1), (1, 1/2), (1, 2), (2, 1), and (2, 2). The χ2 minimisation
with respect to αS(MZ) is repeated in each case. The contribution from the µr and µ f scale vari-
ations to the uncertainty is evaluated by considering the maximal upwards and downwards
deviation of αS(MZ) from the central result.

4.3 The results on αS(MZ)

The values of αS(MZ) obtained with the CT10-NLO PDF set are listed in Table 2 together with
the experimental, PDF, NP, and scale uncertainties for each bin in rapidity and for a simultane-
ous fit of all rapidity bins. To disentangle the uncertainties of experimental origin from those of
the PDFs, additional fits without the latter uncertainty source are performed. An example for
the evaluation of the uncertainties in a χ2 fit is shown in Fig. 9. The NP and scale uncertainties
are determined via separate fits, as explained above.

For the two outer rapidity bins (1.5 < |y| < 2.0 and 2.0 < |y| < 2.5) the series in values of
αS(MZ) of the CT10-NLO PDF set does not reach to sufficiently low values of αS(MZ). As a
consequence the shape of the χ2 curve at minimum up to χ2 + 1 can not be determined com-
pletely. To avoid extrapolations based on a polynomial fit to the available points, the alternative
αS evolution code of the HOPPET package [49] is employed. This is the same evolution code
as chosen for the creation of the CT10 PDF set. Replacing the original αS evolution in CT10 by
HOPPET, αS(MZ) can be set freely and in particular different from the default value used in a
PDF set, but at the expense of losing the correlation between the value of αS(MZ) and the fit-
ted PDFs. Downwards or upwards deviations from the lowest and highest values of αS(MZ),
respectively, provided in a PDF series are accepted for uncertainty evaluations up to a limit
of |∆αS(MZ)| = 0.003. Applying this method for comparisons, within the available range of
αS(MZ) values, an additional uncertainty is estimated to be negligible.

As a cross-check the CT10-NNLO PDF set is used for the determination of αS(MZ). These
results are presented in Table 3 and are in agreement with those obtained using the CT10-NLO
PDF set.

The final result using all rapidity bins and the CT10-NLO PDF set is (last row of Table 2)

αS(MZ) = 0.1185 ± 0.0019 (exp) ± 0.0028 (PDF)± 0.0004 (NP)+0.0053
−0.0024 (scale)

= 0.1185 ± 0.0034 (all except scale)+0.0053
−0.0024 (scale) = 0.1185+0.0063

−0.0042,
(11)

where experimental, PDF, NP, and scale uncertainties have been added quadratically to give
the total uncertainty. The result is in agreement with the world average value of αS(MZ) =
0.1184 ± 0.0007 [50], with the Tevatron results [51–53], and recent results obtained with LHC

[SMP-12-028]
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Vector boson, jets

10
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V, V+jets

• Why study the emission of a vector boson, 
with or without associated jets ?

‣ Background for searches

‣ Sensitivity to 

‣ soft physics description

‣ merging techniques in soft/mid-scales

‣ QCD/QED corrections at harder scales

• stress test of event generators/calculations

‣ tree-level vs NLO vs NNLO

‣ Madgraph_aMC@NLO, Powheg, Sherpa, BlackHat,...

‣ Parton shower algos (+Tunes)

‣ Pythia6 vs Pythia8 vs Herwig vs... ...

‣ Merging schemes (scale dependencies,...)

‣ KtMLM vs ShowerKt vs CKKW-L vs FxFx vs UMEPS 
vs UNLOPS vs...

11
Ping TanUniversity of Iowa

Double differential cross section d2!/dydpT

6

! Vector boson pT:  
complicate dynamics (intrinsic parton 
motion/soft gluon radiation/
perturbative QCD/PDF) 

! Unique sensitivity to 
perturbative QCD and gluon 
PDF at high pT 
 
~1 % statistical precision at Z pT 
~ mZ

Analysis Overview 
! Trigger: 

single isolated muon trigger, pT>24 GeV, |!| < 2.1 

! Offline selections: 
leading muon pT>25 GeV, |!| < 2.1  
next-to-leading muon pT>10 GeV, |!| < 2.4  
81<m(µµ)<101 GeV  

! Background composition has rather strong pT dependence 
Drell-Yan (""), W+jets, ttbar, and single top 

! Data-driven background estimation from e-µ data (except WZ/ZZ)

CMS-PAS-SMP/13-013

Full 2012 CMS data of 19.7 fb-1,  ~10 M Z(µµ) events
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Dynamics of W, Z bosons: dσ/dpT

12
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• Very simple final state

‣ 1 or 2 leptons

• Large statistics

‣ ~% level uncertainty

[SMP-13-006]

[SMP-13-013]

Z

11

Figure 5: Left panel: the pW
T distribution at pre-FSR level for W− → µ−ν decay. Right panel:

the ratio of theory predictions to data. See Fig. 4 for more details.

Figure 6: Left panel: the pW
T distribution at the pre-FSR level for W → µν decay (sum of

W+ → µ+ν and W− → µ−ν). Right panel: the ratio of theory predictions to the data. See Fig. 4
for more details.

W

11

Figure 5: Left panel: the pW
T distribution at pre-FSR level for W− → µ−ν decay. Right panel:

the ratio of theory predictions to data. See Fig. 4 for more details.

Figure 6: Left panel: the pW
T distribution at the pre-FSR level for W → µν decay (sum of

W+ → µ+ν and W− → µ−ν). Right panel: the ratio of theory predictions to the data. See Fig. 4
for more details.

No prediction matches the data, LO or NLO 
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Z+jets

13

Trend observed for both Sherpa@NLO and MG prediction
Slighly better job by Sherpa@NLO for Pt(Jet)

[SMP-13-007]

) [GeV]
1

(j
T

p

-510

-410

-310

-210

-110

1

10

Data

2j@NLO 3,4j@LO + PS)!Sherpa2 (

4j@LO + PS)!Madgraph + Pythia6 (

CMS Preliminary
 (8 TeV)-119.6 fb

 (R = 0.5) JetsTanti-k
| < 2.4 jet" > 30 GeV, |jet

T
p

 ll channel#*$Z/

)  
[p

b/
G

eV
]

1(j T
/d

p
%d

) [GeV]
1

(j
T

p
100 200 300 400 500 600 700 800 900 1000

Sh
er

pa
2/

D
at

a

0.5

1

1.5

Stat. unc. (gen)

) [GeV]
1

(j
T

p
100 200 300 400 500 600 700 800 900 1000

M
ad

G
ra

ph
/D

at
a

0.5

1

1.5

Stat. unc. (gen)

mardi 2 décembre 2014



Kruger 2014, Dec 2nd

Z+jets: 2D

14

Double differential 
measurement of jet 
kinematics.
Eta coverage extended to 4.7

Severe trend for Sherpa
More reasonable for MG
Could be also considered to constraint PDFs

[SMP-14-009]
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W+jets

15

NLO: agreement is reasonable
LO: 

NJet prediction is generally ok (within uncertainties)
Jet pt spectrum is overestimated

[SMP-12-023]
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Z/γ+jets ratio

• Why Z/γ?

‣ In high Pt

‣ Both Z and γ+jets are large background processes for many searches

‣ Particularly relevant for the modeling of Z→νν+jets (SUSY) in MET+jets 
final state

• Exp. final state:

‣ 2 lept + >=1 jet, Pt>20 GeV, |η|<2.4, trigger match, M(ll)∈[81,101] GeV

‣ γ + >=1 jet, Pt>100 GeV, |ηγ|<1.4

‣ >= 1 jets: pt>30 GeV, |η|<2.4

‣ DeltaR(photon, γ OR lepton)>0.5

16

R
at

io
Pt(V)

QCD/EWK corrections

[SMP-14-005]
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Z/γ+jets ratio

17

2 lepton, 
>=2jets

1 photon 
>=2jets

Ratio of 
unfolded Z 
and photon 
quantities

MG predicts good shape, but 
wrong ratio.
BlackHat will be added soon

[SMP-14-005]
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W+b-jets, Z+b-jets, Z+ b-hadron

18

[PLB 735 (2014) 204]

[JHEP 1406 (2014) 120]

[JHEP-12 (2013 39)]

b-jets

b-hadrons
In general:
*V+2b-jets is well predicted
*Collinear BB production is not well 
predicted 
*4F seems: better job in V+2b-jets
*5F seems: better job in V(=Z)+1b-jet
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diboson: aT/Q GC

19
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diboson studies

• Why?

‣ Background for searches

‣ ZZ, WW, γγ

‣ Gate to explore «extended» Standard Model (see Fabio’s talk)

‣ moving to dim 6 or 8: adds new couplings without involving new particles

‣ Trilinear anomalous gauge couplings

‣ ZZγ, Zγγ, WWγ, ...

‣ Quartic gauge couplings

‣ WWWW, WWZZ,..

‣ diboson process xsec are well predicted by theory (NLO, NNLO)

‣ Any significant deviation could be a sign of anomalous gauge coupling

20
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Neutral ZZγ and Zγγ aTGC: Zγ and ZZ

21

1

1 Introduction1

The measurement of the Z plus γ production in proton-proton collisions is presented. For this2

analysis the decays of the Z boson into a pair of electrons (e+e
−) or muons (µ+µ−) are consid-3

ered. An integrated luminosity of 19.5 fb−1 at
√

s = 8 TeV is used.4

The Feynman diagrams of the two leading order processes allowed in the standard model5

(SM) are shown in Fig. 1. Self interactions among gauge bosons are fixed in the SM by the local6

U(1)Y × SU(2)L gauge group. A direct anomalous triple gauge coupling (aTGC) of a photon7

and a Z boson is not allowed. Photons can only couple to charged particles like a quark in the8

initial state (ISR) or a lepton in the final state (FSR). At higher order of QCD, photons are also9

produced by jet fragmentation. Photons from fragmentation are not considered as signal and10

are excluded by requiring isolated photons.11

The high energy and luminosity of the LHC allows a photon pT dependent measurement of the12

inclusive and exclusive production cross sections. The existence of aTGC would lead to an ex-13

cess of photons with high transverse momentum. Such an excess is not observed and limits on14

the strength of Zγγ and ZZγ couplings are set. These limits are improved compared to former15

measurements [1–5]. The strategy of this analysis is to measure photons with a separation from16

the leptons of ∆R(l, γ) > 0.7 where ∆R =
�
(∆φ)2 + (∆η)2 with the azimuth φ and the pseu-17

dorapidity η defined as η = − ln(tan(θ/2)), where cos(θ) = pz/p. In this region the fraction of18

FSR is reduced and photons originating from ISR or aTGC are dominant. The crucial point of19

this analysis is the estimation of background. There are photons indirectly produced in decays20

of π0 or η and other particles faking a photon-like signature in the detector. To estimate the21

background two template methods are used. Since the correlation between the two templates22

is low the methods can be considered as independent tests. One template variable is based on23

the electromagnetic shower width and the other one uses an isolation variable (see Section 4).24

q
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q
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γ

l̄

q
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Figure 1: Leading order Feynman diagrams for the production of Z plus γ in proton-proton

collisions. Left: process of initial state radiation. Middle: process of final state radiation. Right:

Feynman diagram with aTGC not allowed at tree level in the SM.

Z,γ

ZZγ

Zγ (llγ)
12 7 Limits on anomalous triple gauge couplings
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Figure 5: Top: combined exclusive cross section for the two lepton channels compared to the
MCFM (NLO) and SHERPA SM predictions. The whole SHERPA sample (inclusive) is normal-
ized to the NNLO cross section. Bottom: for the exclusive measurement the ratio to the MCFM
(NLO) prediction shows a good agreement in all pγ

T bins.

ZZ (2l2ν)

So far, no evidence for  aTGC: new 
couplings compatible with 0

Same conclusion for studies with 
other FS

13

Table 5: Summary of existing 95% C.L. intervals for the neutral ATGC coefficients.
Experiment f Z

4 f γ
4 f Z

5 f γ
5 Ref. Comments

LEP [-0.30; 0.30] [-0.17; 0.19] [-0.34; 0.38] [-0.32; 0.36] [31] LEP combination
No form factors, 1D

CDF [-0.12; 0.12] [-0.10; 0.10] [-0.13; 0.12] [-0.11; 0.11] [32] Λ = 1.2 TeV
D∅ [-0.28; 0.28] [-0.26; 0.26] [-0.31; 0.29] [-0.20; 0.28] [33] 1 fb−1, Λ = 1.2 TeV

CMS [-0.011; 0.012] [-0.013; 0.015] [-0.012; 0.012] [-0.014; 0.014] [3] No form factors
ATLAS [-0.013; 0.013] [-0.015; 0.015] [-0.013; 0.013] [-0.016; 0.015] [34] No form factors
ATLAS [-0.019; 0.019] [-0.022; 0.023] [-0.020; 0.019] [-0.023; 0.023] [34] Λ = 3 TeV

the previous section. Limits on the four f V
i parameters are set by comparing the data with

theoretical predictions.

Fig. 3 shows the charged dilepton pT distribution after the full selection described in Table 1, in
data and MC, including SHERPA samples with different values of the f Z

4 parameter. The con-
tribution from the anomalous couplings enhances the high-pT region of the distribution. The
charged dilepton pT is thus a good observable to probe for the presence of ATGCs. The DY
and non-resonant backgrounds are estimated with the data-driven methods described above.
The SM modes of the ZZ process are simulated here using the MADGRAPH sample described
in Section 2, with NLO cross section from MCFM. In the search for ATGCs, the SM production
of ZZ represents a background, while the sole contribution of the ATGCs constitutes the signal.
This is extracted from the SHERPA samples mentioned above, by subtracting the SM contribu-
tion to the charged dilepton pT. Such signal is shown in Fig. 3. The interference of ATGC signal
and SM ZZ production is accounted for except for pT(Z) < 200 GeV/c, which has negligible
impact on the limits.
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Figure 3: Dilepton (� = e, µ) transverse momentum distributions at 7 TeV (left) and 8 TeV (right).
DY and non-resonant backgrounds are estimated with data-driven methods. The gray error
band includes statistical and systematic uncertainties on the predicted yields. In the bottom
plots, error bars and bands are relative to the total predicted yields.

The limits are calculated with the modified frequentist construction CLS [26], using a binned
profile likelihood test statistic based on the charged dilepton pT bins in Fig. 3. We set one-
dimensional limits on the four parameters, i.e. varying independently a single parameter at
a time, while fixing the other three to 0. The 95% C.L. one-dimensional limits on the four

14 8 Anomalous couplings

parameters are shown in Fig. 4 for the combination of 7 and 8 TeV datasets, and in Table 6 for
7 TeV, 8 TeV, and combined datasets. The limits set are much more stringent than the previous
ones.
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Figure 4: Expected and observed one-dimensional exclusion limits at 95% C.L. on the anoma-
lous neutral trilinear ZZZ and γZZ couplings. The green and yellow bands represent the one
and two-standard deviation variations from the expected limit. No form factor is used. The re-
sults correspond to an integrated luminosity of 5.1 fb−1 at 7 TeV, plus 19.6 fb−1 at 8 TeV centre-
of-mass energy.
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aQGC using same sign WW+2 jets

22

5

Table 2: Observed and expected upper and lower limits at 95% CL limits on the nine dimension-

eight operators that effect quartic couplings between the weak gauge bosons. Limits from

unitarity are reported. The units are TeV
−4

.

Operator coefficient Exp. lower Exp. upper Obs. lower Obs. upper Unitarity limit

FS,0/Λ4 −42 43 −38 40 0.016

FS,1/Λ4 −129 131 −118 120 0.050

FM,0/Λ4 −35 35 −33 32 80

FM,1/Λ4 −49 51 −44 47 205

FM,6/Λ4 −70 69 −65 63 160

FM,7/Λ4 −76 73 −70 66 105

FT,0/Λ4 −4.6 4.9 −4.2 4.6 0.027

FT,1/Λ4 −2.1 2.4 −1.9 2.2 0.022

FT,2/Λ4 −5.9 7.0 −5.2 6.4 0.08
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Figure 2: The m�� distributions (left) after full selection with all SM backgrounds and FT,0/Λ4 =
−5.0, 0 (SM), and 5.0 TeV

−4
; the last bin includes overflow events. Observed and expected two-

dimensional 95% CL limits (right) for FS0/Λ4 and FS1/Λ4.So far, no evidence for  aQGC: new couplings (Phys. Rev. D 74 (2006) 073005) compatible with 0

data vs 2 aQGC scenarios Limits (here on 2 couplings only)

[SMP-13-015]

Same sign W bosons: suppresses QCD background

VBS⇒Large rapidity + high mass between forward jets

W
W W

W

q

q
q’

q’
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Conclusion

• Standard model processes are studied in CMS

‣ more than 60 papers or public notes since ~2010

‣ spans various kind of final states

‣ QCD, W+c, W asymmetry: impact on PDF, αs

‣ V, V+jets: stress test for tree-level, NLO, NNLO, 4F vs 5F, merging schemes

‣ VV: «extended» version of the Standard Model probed with  aTGC and aQGC.

• One important message from Run I

‣ Prediction from theory existing/used in Run I are not yet providing a «universal» 
solution for background predictions.  A new era has started with the advent of 
merged ME+PS @ NLO event generators: one of the first Run II todo is test them 
as accurately as possible, and provide a quick feedback to the theory side

23
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Backup slides
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Testing (ME+)PS predictions on 3 and 4-jet cross-section

25
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9.1 Comparison with Models 19

Figure 9 shows the normalized differential cross section as a function of the Nachtmann-Reiter

angle in inclusive four-jet sample. All the models follow the same tendency as seen in the data.

However, the degree of agreement with data is different among the models. MADGRAPH +

PYTHIA6 provides the best description of the data. HERWIG++ with angular ordering in the

parton shower is close to the data while predictions from PYTHIA6 are the furthest.
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Figure 10: Distribution of Bengtsson-Zerwas angle being compared with predictions from four

Monte Carlo models: PYTHIA6, PYTHIA8, MADGRAPH + PYTHIA6, HERWIG++. The distribu-

tions are obtained from inclusive four-jet sample with the jets restricted in the |y| region 0.0:2.5

and with leading jet pT between 190 and 300 GeV (a) or above 500 GeV (b). The data points

are shown with statistical uncertainty only and the bands indicate the statistical and system-

atic uncertainties combined in quadrature. The bottom part of each plot shows the ratio of

Monte Carlo predictions to the data. The ratios are shown with statistical uncertainty in the

data as well as in the Monte Carlo while the band shows combined statistical and systematic

uncertainties.

Figure 10 shows similar comparisons for Bengtsson-Zerwas angle. Because the azimuthal angle

is not defined for back-to-back jets, angular cuts of 160
◦

between the two leading and the two

non-leading jets have been imposed. As can be seen from the average deviation of the ratios

from 1, predictions from MADGRAPH + PYTHIA6 and HERWIG++ are close to the data while

that from PYTHIA6 is the furthest.

The disagreement between data and the Monte Carlo programs could be due to the implemen-

tation of non-perturbative component in the Monte Carlo. Namely, this could be due to the

fragmentation model or the choice of PDF set. These effects have been investigated by study-

ing the uncertainties due to hadronization and PDF.

Jet E fraction
Bengtsson-

Zerwas

QCD in e+e−

Jets
Event Shapes

Triple Gluon Vertex
Future e+e− QCD

Photon Structure

Intro
Nachtmann-Reiter Angle
Bengtsson-Zerwas Angle
Colour Factors

χBZ

Bengtsson-Zerwas Angle

χBZ = (p1∧p2)·(p3∧p4)
|p1||p2||p3||p4|

The Bengtsson-Zerwas Angle is the
angle between the planes containing
the two highest and two lowest energy
jets

James Ferrando QCD Physics - Lecture 3

[QCD-11-006]

xi =
2Ei√
ŝ234

MG5+P6: most consistent with data (multi-partonic TL prediction)
Depending on variable, P6 and H++ can do as good as MG
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scale-x correlation

26

5.2 The fitting framework 23

Figure 11: The correlation coefficient between the inclusive jet cross section and the gluon (top
row), the u valence quark (middle row), and the d valence quark PDFs (bottom row), as a
function of the momentum fraction x of the proton and the energy scale Q of the hard process.
The correlation is shown for the central rapidity region |y| < 0.5 (left) and for 2.0 < |y| < 2.5
(right).
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SMP-12-028 uncertainties

27

5.3 Determination of PDF uncertainties according to the HERAPDF prescription 25

Table 8: The 19 independent sources of systematic uncertainty considered in the CMS inclu-
sive jet measurement. Out of these, 16 are related to the JES and are listed first. In order to
implement the improved correlation treatment as described in Section 2.3, the single-particle
response source JEC2, see also Appendix A, has been split up into five sources: JEC2a–JEC2e.
The shift from the default value in each source of systematic uncertainty is determined by nui-
sance parameters in the fit and is presented in units of standard deviations.

Systematic source Shift in standard
deviations

JEC0 absolute jet energy scale 0.01
JEC1 MC extrapolation −0.26
JEC2a single-particle response barrel 1.03
JEC2b single-particle response endcap −1.64
JEC2c single-particle decorrelation |y| < 0.5 −0.11
JEC2d single-particle decorrelation 0.5 ≤ |y| < 1.0 0.08
JEC2e single-particle decorrelation 1.0 ≤ |y| < 1.5 0.85
JEC3 jet flavor correction 0.05
JEC4 time-dependent detector effects −0.21
JEC5 jet pT resolution in endcap 1 0.68
JEC6 jet pT resolution in endcap 2 −0.38
JEC7 jet pT resolution in HF 0.00
JEC8 correction for final-state radiation −0.01
JEC9 statistical uncertainty of η-dependent correction for endcap −0.38
JEC10 statistical uncertainty of η-dependent correction for HF 0.00
JEC11 data-MC difference in η-dependent pileup correction 0.89
JEC12 residual out-of-time pileup correction for prescaled triggers −0.13
JEC13 offset dependence in pileup correction 0.10
JEC14 MC pileup bias correction 0.29
JEC15 jet rate dependent pileup correction 0.43
Unfolding −0.31
Luminosity 0.10
NP correction 0.62
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PDF from Drell-Yan: d2σ/dmdy

28
Ping TanUniversity of Iowa

Differential cross section d!/dm

10

State-of-the-art theoretical calculation works across ~ 10 orders of magnitude.  

! Variations of evaluated systematic 
uncertainties across mass bins  

! Electron and muon channel are 
consistent 

! BLUE method for ee/µµ combination  
considering correlated syst. unc.: 
acceptance, modeling, and luminosity. 

! Corrected to full acceptance with a 
mass range of [15, 2000] GeV

Classical channel to test QCD calculations and PDF

[SMP-14-003]

Ping TanUniversity of Iowa

Differential cross section d!/dm - ratio between 
7 and 8 TeV

12

! Ratio of normalized (to inclusive Z cross section) differential cross section between 7 and 8 TeV 
! Cancellation of luminosity uncertainty and reduction of theoretical uncertainties:  

M. Mangano and J. Rojo, http://arxiv.org/abs/1206.3557.  
! Fully correlated experimental uncertainties between 7 and 8 TeV measurements: acceptance,  

modeling, and FSR

Ratios between 7/8 TeV for Drell-Yan 
production are explored for the first time!  
 
Limited by statistical uncertainties of 7 TeV 
measurement for mll>160 GeV 

!
!
!

CMS 7 TeV result: JHEP 12 (2013) 30

Description of M(ll) over 10 orders of magnitude! pre-FSR DY 8/7 TeV ratio: entirely 
depending on sqrt(s) and x!

Data/MC agreement depends on PDF 
and M(ll) range
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V+X

29

• Drell-Yan

• Unfolded to:

‣ M(μμ)∈[81,101]

‣ Pt(μ)>25(10), |η(μ)|<2.1(2.4)

• W

• Unfolded to 

‣ Pt(e)>25, |η(e)|<2.4

‣ Pt(μ)>20, |η(μ)|<2.1

p

μ:
pt>10;|η<2.4| μ: pt>24;|η<2.1|

p p

μ(e):
pt>20(25);|η|<2.1(2.5)

p

data/MC comparisons
RESBOS: NNLL/NLO QT resummation in W, Z processes
FEWZ: NNLO prediction of W, Z spectra
MG5: tree-level prediction, interfaced with Pythia6
POWHEG: NLO event generator, interfaced with Pythia6
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Z+jets: Jet Pt

30

7 TeV: same trend for powheg+P6 and MG, inverted trend for Sherpa
8 TeV: idem for MG and Sherpa
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Z+jets

31

7 TeV:   -powheg+P6 does the best job
           -trends for MG and Sherpa (No theory uncertainties included)
8 TeV: same for MG and Sherpa
Note: MG and Sherpa ME contains up to 4j in ME calculation

[SMP-12-017]

[SMP-13-007]

mardi 2 décembre 2014



Kruger 2014, Dec 2nd

Neutral ZZγ and Zγγ aTGC: ZZ process

32

1

1 Introduction1

The measurement of the Z plus γ production in proton-proton collisions is presented. For this2

analysis the decays of the Z boson into a pair of electrons (e+e
−) or muons (µ+µ−) are consid-3

ered. An integrated luminosity of 19.5 fb−1 at
√

s = 8 TeV is used.4

The Feynman diagrams of the two leading order processes allowed in the standard model5

(SM) are shown in Fig. 1. Self interactions among gauge bosons are fixed in the SM by the local6

U(1)Y × SU(2)L gauge group. A direct anomalous triple gauge coupling (aTGC) of a photon7

and a Z boson is not allowed. Photons can only couple to charged particles like a quark in the8

initial state (ISR) or a lepton in the final state (FSR). At higher order of QCD, photons are also9

produced by jet fragmentation. Photons from fragmentation are not considered as signal and10

are excluded by requiring isolated photons.11

The high energy and luminosity of the LHC allows a photon pT dependent measurement of the12

inclusive and exclusive production cross sections. The existence of aTGC would lead to an ex-13

cess of photons with high transverse momentum. Such an excess is not observed and limits on14

the strength of Zγγ and ZZγ couplings are set. These limits are improved compared to former15

measurements [1–5]. The strategy of this analysis is to measure photons with a separation from16

the leptons of ∆R(l, γ) > 0.7 where ∆R =
�
(∆φ)2 + (∆η)2 with the azimuth φ and the pseu-17

dorapidity η defined as η = − ln(tan(θ/2)), where cos(θ) = pz/p. In this region the fraction of18

FSR is reduced and photons originating from ISR or aTGC are dominant. The crucial point of19

this analysis is the estimation of background. There are photons indirectly produced in decays20

of π0 or η and other particles faking a photon-like signature in the detector. To estimate the21

background two template methods are used. Since the correlation between the two templates22

is low the methods can be considered as independent tests. One template variable is based on23

the electromagnetic shower width and the other one uses an isolation variable (see Section 4).24
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Figure 1: Leading order Feynman diagrams for the production of Z plus γ in proton-proton

collisions. Left: process of initial state radiation. Middle: process of final state radiation. Right:

Feynman diagram with aTGC not allowed at tree level in the SM.Scrutinize in 4 leptons final state

[SMP-13-005]
Z

Also here, no evidence 
for  ZZZ and ZZγ 
aTGC: new couplings 
compatible with 0
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