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What is the Quark Gluon Plasma?
I A new Fundamental state of matter, that we don’t yet

fully understand

I Dominated the universe at ∼ 10−34 seconds after the big
bang
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How do we study the QGP?

Design an experiment to probe this Jello.

3



How do we study the QGP?

Design an experiment to probe this Jello.

3



How do we study the QGP?

Design an experiment to probe this Jello.

3



How do we study the QGP?

Design an experiment to probe this Jello.

3



How do we study the QGP?

Figure: Stopping Distance as a function of radial uc. R. Morad &
W A Horowitz (1409.7545)
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Toy Problem: Find the T µν of a “gluon” emitted

from a static “quark” in scalar QCD

〈ψ|T µν(x)|ψ〉
The expectation value of the Energy Momentum Tensor, given an

initial state of a single ψ particle at t = −∞.

Figure: Schwinger-Keldysh Contour
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Complications: 〈ψ|T µν(x)|ψ〉 is divergent (even
after renormalization)

We need to include an improvement term

Θµν = T µν −
1

4

(n− 2)

(n− 1)
(∂µ∂ν − gµν)φ2

Callan, Coleman, Jackiw. ANNALS OF PHYSICS: 59, 42-73 (1970)

But we will use a sneaky trick

〈φ(x)φ(x)〉 = 〈φ(x)〉2 + (∆φ(x))2

≈ 〈φ(x)〉2

So we find 〈φ(x)〉 and plug in

〈T µν(x)〉 ≈ T µν (〈φ(x)〉)
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Approximation: Calculate 〈φ(x)〉 and Plug into

T µν

We found a general expression for 〈φ(x)〉 with Hint = gψφψ

Figure: Typical Diagrams for 〈φ(x)〉 for |in〉 = |ψφ〉

〈φ(x)〉 = −ig
∫
d4z DR(x− z)〈in|ψ(z)ψ(z)|in〉

(Generalizes for arbitrary Hint)
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Approximation: Calculate 〈φ(x)〉 and Plug into

T µν
Choosing gaussian smeared wavepackets for the |in〉 = |ψ〉
state with momentum width 1/α. We take mψ →∞

〈φ(x)〉 =
g

mψ

∫
d3z

(
e−mφ|~z|

|~z|

)
e−

(~x−~z)2
α

√
4πα

3

Solution to the Diffusion equation
∂α〈φ(x, α)〉 = ∂2~x〈φ(x, α)〉

with initial condition
φ(x, 0) = e

−mφ|~x|

|~x| .
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Conditional Expectation Value
I Specifying only the initial state gave us a Yukawa

I We want to refine our result by specifying the final state
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Conditional Expectation Value

We define the Conditional Expectation Value

E[Ô(x)| |in〉, |out〉] =
∑
i

OiP (|qi〉| |in〉, |out〉)

=
〈in|Θ̂M Ô(x)Θ̂M |in〉
〈in|Θ̂M |in〉

where Θ̂M = |out〉〈out| is the projection operator built from
the out states. This result is actually a generalization of Baye’s Theorem.
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Conclusion

I We’ve explored the possibility of finite time QFT
calculations

I We found an expression for T µν through 〈φ(x)〉
I We defined a concept of Conditional Expectation Values

in QFT

The End.
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Back up Slides
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Data for QGP

Figure: CMS Preliminary data for Jet RAA. Taken from
(1409.7545)
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Conditional Expectation Value: Example

For |in〉 = |ψ〉, |out〉 = |ψ′〉 we find

E[φ(x)| |ψ〉, |ψ′〉] = 〈ψ′ |φ(x)|ψ′〉+ 2iIm

(
〈ψ′|φ(x)|ψ〉
|〈ψ′ |ψ〉|

)
(At least to first order).

This says that if |ψ〉 6= |ψ′〉, the expectation of the field is
complex.

17



Conditional Expectation Value: Example

For |in〉 = |ψ〉, |out〉 = |ψ′〉 we find

E[φ(x)| |ψ〉, |ψ′〉] = 〈ψ′ |φ(x)|ψ′〉+ 2iIm

(
〈ψ′|φ(x)|ψ〉
|〈ψ′ |ψ〉|

)
(At least to first order).

This says that if |ψ〉 6= |ψ′〉, the expectation of the field is
complex.

17


	Introduction
	Toy Problem
	Conditional Expectation Values
	Conclusion

