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The deadline for abstract submission for the African Nuclear Physics Conference (ANPC), 
which will be held from Monday July 1, 2019 to Friday July 5, 2019 at the Protea Hotel Kruger 
Gate at Kruger National Park in South Africa, has been extended to 03 March 2019.  

The registration for the ANPC is now open. The registration fee for participants will be 
ZAR6000 and for students a discounted fee of ZAR2000 will apply.     

Furthermore, please make your accommodation booking directly with the hotel by 
completing the specific form supplied on the conference website. The completed 
accommodation form should be emailed to cornelius.bam@proteahotels.com . 

Details on the registration, accommodation and the submission of abstracts are available on 
the conference website at http://www.anpc2019.tlabs.ac.za . 

The main topics of the ANPC 2019 conference are: 

x Nuclear Astrophysics 
x Nuclear Structure, Reactions and Dynamics 
x Fundamental Interactions 
x Neutron Physics 
x Heavy Ion Physics 
x Applied Nuclear Physics 
x New Facilities and Instrumentation 

The topic for the working group sessions is: 

x Low-lying Dipole Modes of Excitation in Nuclei 
 

We look forward meeting you at Kruger National Park and please do not hesitate to contact 
us on anpc2019@tlabs.ac.za with any questions you may have. 
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Many phases and phase transitions in the early universe 
So far only QGP-hadron phase transition can be recreated and studied in lab
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‘Hard’ processes have a large scale in calculation 
                          → pQCD applicable: 
• high momentum transfer Q2 

• high transverse momentum pT 
• high mass m (N.B.: since m>>0 heavy quark production is ‘hard’     

process even at low pT) 

  Early production in parton-parton  
  scatterings with large Q2 

Using “hard” particles as probes

!3
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‘Hard’ processes have a large scale in calculation 
                          → pQCD applicable: 
• high momentum transfer Q2 

• high transverse momentum pT 
• high mass m (N.B.: since m>>0 heavy quark production is ‘hard’     

process even at low pT) 

  Early production in parton-parton  
  scatterings with large Q2 

Look for attenuation/absorption/
modification of probe

Using “hard” particles as probes

Direct interaction with partonic phases 
of reaction  

  i.e. a calibrated probe
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Jets - result of confinement in QCD

!4

QCD confinement tells us that 
colored objects (quarks and 
gluons) cannot exist in free 
form 

Partons involved in hard 
scatterings fragment into 
hadrons  

Produces a highly collimated 
cone of particles pointing in 
direction of initial scattered 
parton 

 Ejet = ∑Ehadron = Eparton
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Looking for attenuation/absorption

Nuclear 
Modification  
Factor:

No “Effect”: 
• R < 1 at small momenta - 
production from thermal bath 

• R = 1 at higher momenta where 
hard processes dominate 

Average number  
of p+p collisions 
in A+A collision 
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Compare to p+p at same collision energy

 if QGP affecting 
parton’s propagation 

R<1 at high pT



Nuclear$modifica8on$factors$$$

Electromagne,c-probes$–$consistent$with$no$modifica8on$–$medium$is$transparent$to$them$
Strong-probes$–$significant$suppression$–$medium$is$opaque$to$them$@$even$heavy$quarks!$

Controls$in$ppb,$dAu$not$suppressed.$$
Recent$measurements$extend$to$~1$TeV!$$
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“Jet quenching” clearly at work
Observations:

1. Photons, W and Z not suppressed 
• Good! colorless objects should 

not interact with colored QGP 
• Ncoll scaling works

!6

4 

How to measure if a probe is affected by the medium? 

RAA = ratio between the production yield in PbPb and the production yield in pp, 
normalized by the number elementary collisions  

RAA = σpp × TAA 

NAA 

TAA= overlap nuclear function 
Estimated with Glauber model 
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 5Lecture - Jet quenching theory - Students day HP2018 

[For HF and quarkonia see Gossiaux and Trzeciak lectures] 
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“Jet quenching” clearly at work
Observations:

1. Photons, W and Z not suppressed 
• Good! colorless objects should 

not interact with colored QGP 
• Ncoll scaling works

2. Hadrons suppressed in central A+A  
• RAA - factor 5 suppression 
• Strong suppression up to pT ~1 TeV  
• Similar values at RHIC and LHC 

Compensating effects of higher 
Eloss, flatter pT spectrum, q/g 
differences

!6

4 

How to measure if a probe is affected by the medium? 

RAA = ratio between the production yield in PbPb and the production yield in pp, 
normalized by the number elementary collisions  

RAA = σpp × TAA 

NAA 

TAA= overlap nuclear function 
Estimated with Glauber model 

) [GeV]
T

 (m
T

p
1 10 210

AA
R

0

0.5

1

1.5

2

2.5
-1bµ L dt = 7-150 ∫ = 2.76 TeV  NNsCMS  *PRELIMINARY  PbPb 

*Z  (0-100%) |y| < 2
| < 2.1µη, |  > 25 GeV/cµ

T
W  (0-100%) p

| < 1.44ηIsolated photon  (0-10%)  |
| < 1ηCharged particles  (0-5%)  |

| < 2.4η  (0-100%)  |ψ J/→*B 
| < 2η*Inclusive jet  (0-5%)  |

| < 2η*b-jet  (0-10%)  |

[A
. Florent - H

ard P
robes 2013] 

Page 6

Page 6RAA =
dNAA/dpt

hNcollidNpp/dpt

Suppression in 1 plot

 5Lecture - Jet quenching theory - Students day HP2018 

[For HF and quarkonia see Gossiaux and Trzeciak lectures] 



Nuclear$modifica8on$factors$$$

Electromagne,c-probes$–$consistent$with$no$modifica8on$–$medium$is$transparent$to$them$
Strong-probes$–$significant$suppression$–$medium$is$opaque$to$them$@$even$heavy$quarks!$

Controls$in$ppb,$dAu$not$suppressed.$$
Recent$measurements$extend$to$~1$TeV!$$

Helen Caines - ANPC - July 2019

 

“Jet quenching” clearly at work
Observations:

1. Photons, W and Z not suppressed 
• Good! colorless objects should 

not interact with colored QGP 
• Ncoll scaling works

2. Hadrons suppressed in central A+A  
• RAA - factor 5 suppression 
• Strong suppression up to pT ~1 TeV  
• Similar values at RHIC and LHC 

Compensating effects of higher 
Eloss, flatter pT spectrum, q/g 
differences

!6

sQGP - strongly coupled: 
colored objects suffer large E loss 

4 

How to measure if a probe is affected by the medium? 
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INCLUSIVE PHOTONS IN P+PB
➤ Inclusive prompt photons in p+Pb collisions at 8.16 TeV 

➤ At forward and central rapidity, RpPb consistent with unity 
➤ RpPb<1 for η*<-2 due to isospin effects 

➤ Comparison to JETPHOX with nPDF from EPPS16,  nCTEQ15 
➤ With the current uncertainties, the data is unable to constraint 

nPDF 
➤ Ongoing work to reduce uncertainties

�6
ATLAS-CONF-2017-072
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Cold QCD baseline - No suppression 

!7

Consistent with nPDF expectations
Suppression due to A+A final state effects 

Nuclear Modification Factor 𝑅p−Pb
p0

25/09/2016 Tsubasa Okubo / Hard Probes 2016 12

• No reconstructed pp reference available for 𝑠 = 5.02 TeV
→ Using published p0 spectra in pp collisions at 𝑠 = 2.76 TeV and 𝑠 = 7 TeV for
interpolation with power law

• 𝑅p−Pb
p0 is consistent with unity above 2 GeV/c and agrees with model predictions.

π0

photon

Initial Stages 2019 David Stewart

Minimum bias jet measurements in small systems✦ Small systems have been studied for evidence of jet modification / 
suppression 

✦ If we anticipate no final state effects, we expect the ratio of jet spectra per 
binary collision in p+A collisions to pp collisions to be unity (                ) 
✦ Caveat: even if a strong interacting medium were formed, it may be 

too small to modify jet spectra

�4

Rch jet
p+A ≈ 1

ATLAS & CMSALICE74 ALICE Collaboration / Physics Letters B 749 (2015) 68–81

Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
measured single-particle results for RpPb, one has to consider that 
the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.
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Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.
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the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.
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be understood from the contribution from neutral pions that decay 
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reconstruction, mainly in the form of decay photons. For the same 
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be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary
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tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
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is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
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calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.

and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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Figure 2 summarizes the measured RdAu and RCP
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in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
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strongly deviate from unity, manifesting as a suppression
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peripheral collisions, respectively, which increase in mag-
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√
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bars represent the statistical uncertainties, and the open boxes repre-
sent the systematic ones. The filled rectangular boxes around R∗

pPb = 1

represent the luminosity uncertainties in the pPb and pp measurements.
The CMS measurements are compared to a NLO pQCD calculation [57]
that is based on the EPS09 nPDFs [19]. The theoretical calculations are
shown with solid lines, and the shaded bands around them represent the
theoretical uncertainties
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most central collisions with distance parameter R = 0.4. The vertical
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most central collisions, performed using a distance parame-
ter R = 0.4. Although the event selections and the jet recon-
struction are not exactly the same in the two measurements,
the results are in good agreement.

5 Summary

The inclusive jet spectra and nuclear modification factors
in pPb collisions at

√
sNN = 5.02 TeV have been mea-

sured. The data, corresponding to an integrated luminos-
ity of 30.1 nb−1, were collected by the CMS experiment in
2013. The jet transverse momentum spectra were measured
for pT > 56 GeV/c in six pseudorapidity intervals cover-
ing the range −2 < ηCM < 1.5 in the NN center-of-mass
system. The jet spectra were found to be softer away from
mid-rapidity. The jet production at forward and backward
pseudorapidity were compared, and no significant asymme-
try about ηCM = 0 was observed in the measured kinematic
range.

The differential jet cross section results were compared
with extrapolated pp reference spectra based on jet mea-
surements in pp collisions at

√
s = 7 TeV. The inclusive

jet nuclear modification factors R∗
pPb were observed to have

small enhancements compared to the reference pp jet spec-
tra at low jet pT in all ηCM ranges. In the anti-shadowing
region, for |ηCM| < 0.5 and 56 < pT < 300 GeV/c, the
value R∗

pPb = 1.17 ± 0.01 (stat) ± 0.12 (syst) was found.
The R∗

pPb appears to be approximately independent of pT,
except in the most backward pseudorapidity range. The R∗

pPb
measurements were found to be compatible with theoretical
predictions from NLO pQCD calculations that use EPS09
nPDFs.
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Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
measured single-particle results for RpPb, one has to consider that 
the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.
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〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
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the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
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lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
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POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 
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s = 7 TeV [54]. All data show the expected in-
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transverse momentum and agree well within the uncertainties. No 
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and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.
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charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.

and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
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The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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Fig. 8 Inclusive jet nuclear modification factor R∗
pPb as a function of

jet pT in
√
sNN = 5.02 TeV pPb collisions, using a pp reference extrap-

olated from previous measurements [33] at
√
s = 7 TeV. The vertical

bars represent the statistical uncertainties, and the open boxes repre-
sent the systematic ones. The filled rectangular boxes around R∗

pPb = 1

represent the luminosity uncertainties in the pPb and pp measurements.
The CMS measurements are compared to a NLO pQCD calculation [57]
that is based on the EPS09 nPDFs [19]. The theoretical calculations are
shown with solid lines, and the shaded bands around them represent the
theoretical uncertainties
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Fig. 9 Inclusive jet R∗
pPb integrated over centrality and in the |ηCM| <

0.5 range for anti-kT jets with distance parameter R = 0.3 from this
work, compared to ATLAS results [22] at |yCM| < 0.3 for the 0–90 %
most central collisions with distance parameter R = 0.4. The vertical
bars show the statistical uncertainties, and the open boxes represent the
systematic uncertainties

most central collisions, performed using a distance parame-
ter R = 0.4. Although the event selections and the jet recon-
struction are not exactly the same in the two measurements,
the results are in good agreement.

5 Summary

The inclusive jet spectra and nuclear modification factors
in pPb collisions at

√
sNN = 5.02 TeV have been mea-

sured. The data, corresponding to an integrated luminos-
ity of 30.1 nb−1, were collected by the CMS experiment in
2013. The jet transverse momentum spectra were measured
for pT > 56 GeV/c in six pseudorapidity intervals cover-
ing the range −2 < ηCM < 1.5 in the NN center-of-mass
system. The jet spectra were found to be softer away from
mid-rapidity. The jet production at forward and backward
pseudorapidity were compared, and no significant asymme-
try about ηCM = 0 was observed in the measured kinematic
range.

The differential jet cross section results were compared
with extrapolated pp reference spectra based on jet mea-
surements in pp collisions at

√
s = 7 TeV. The inclusive

jet nuclear modification factors R∗
pPb were observed to have

small enhancements compared to the reference pp jet spec-
tra at low jet pT in all ηCM ranges. In the anti-shadowing
region, for |ηCM| < 0.5 and 56 < pT < 300 GeV/c, the
value R∗

pPb = 1.17 ± 0.01 (stat) ± 0.12 (syst) was found.
The R∗

pPb appears to be approximately independent of pT,
except in the most backward pseudorapidity range. The R∗

pPb
measurements were found to be compatible with theoretical
predictions from NLO pQCD calculations that use EPS09
nPDFs.
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Minimum bias jet measurements in small systems



Helen Caines - ANPC - July 2019

 

Opaqueness/stopping power of QGP

!8

 (GeV/c)
T

p
6 7 8 9 10 11 12 13 14 15

dy T
dN

/d
p

-810

-710

-610

-510

-410
p+p � TAB

Au+Au

 

δpT/pT

R
A
A

PRC 87, 034911 (2013)

Measure fractional momentum loss  
δpT/pT instead of RAA

RAA,0.200 ~ RAA,2.76 



Helen Caines - ANPC - July 2019

 

Opaqueness/stopping power of QGP

!8

 (GeV/c)
T

p
6 7 8 9 10 11 12 13 14 15

dy T
dN

/d
p

-810

-710

-610

-510

-410
p+p � TAB

Au+Au

 

δpT/pT

R
A
A12

 (GeV/c)
T

p
6 7 8 9 10 11 12 13 14 15

dy T
dN

/d
p

-810

-710

-610

-510

-410

p+p data
and fit func.

Au+Au data

 scale
AA

(1) T (2) Move along fit to
scaled p+p data

T
pδ(3) Calculate 

 pT(p+p) - pT(Au+Au)≡ 

FIG. 16: (Color online) Method of calculating average frac-
tional momentum loss (Sloss ≡ δpT /pT ). Figure is for illustra-
tion only, and errors are not shown. In the order of procedure:
(1) Scale the p+p data by TAA corresponding to centrality se-
lection of Au+Au data, (2) shift the p+p points closest to
Au+Au in yield, and (3) calculate momentum difference of
p+p and Au+Au points.
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FIG. 17: (Color online) Average fractional momentum loss,
as defined in the text, between various centrality Au+Au and
TAA-scaled p+p collisions. The horizontal axis is the pT in the
p+p collision. Note that for clarity the minimum bias data
are shifted up by 0.15. δ(global) stands for the uncertainty
coming from the uncertainties of TAA. The overall normal-
ization error from the p+p measurement is 1.3%, and is not
shown here.
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FIG. 18: (Color online) Comparison of average fractional mo-
mentum loss, as defined in the text, between the

√
s
NN

=

200GeV Au+Au collisions (π0, current paper) and
√
s
NN

=
2.76TeV Pb+Pb collisions (ALICE, charged hadrons [38]).
The centrality selections are the same. δ(global) stands for the
uncertainty coming from the uncertainties of TAA. The over-
all normalization error from the p+p measurement is 1.3%
for Au+Au data, and is not shown here.

though the collision systems and center-of-mass energies
are vastly different. Figure 18 shows comparisons of Sloss.
Note that the Sloss obtained from the ALICE charged
hadron measurement is ∼30% higher than that from the
PHENIX π0 measurement. This is reasonable consid-
ering the fact that the powers (n) in the power-law fit
to the pT spectra are different between the two systems;
the power of the PHENIX p+p π0s at

√
s = 200GeV/c is

about 8, while that of the ALICE p+p charged hadrons
is about 6.

E. Model calculations, transport coefficient

In this section, RAA is compared to four different par-
ton energy loss models, following the method described
in [37]. All four models are incorporated into the same
three-dimensional relativistic hydrodynamic calculation
with an initial thermalization time τ0= 0.6 fm/c and de-
scribe the observed elliptic flow, pseudorapidity distribu-
tions, and particle spectra at low pT . The Arnold-Moore-
Yaffe formalism (AMY [9, 43]) incorporates radiative and
collisional energy loss processes in an extended medium
in equilibrium at high temperature, i.e. small coupling

constant g, where αS = g2

4π . In this approximation, a hi-
erarchy of scales of successively higher powers of the cou-
pling constant can be identified, and it becomes possible
to construct an effective theory of soft modes by sum-
ming contributions from hard loops into effective propa-
gators and vertices. The higher-twist approach (HT [10])
is based on the medium-enhanced higher-twist correc-

LHC

RHIC

δp
T/

p T

QGP at LHC and RHIC acts 
differently on hard partons

PRC 87, 034911 (2013)

Smaller coupling at LHC?

Measure fractional momentum loss  
δpT/pT instead of RAA

RAA,0.200 ~ RAA,2.76 

Need to look in more detail

but 
(δpT)LHC ≈ 1.3 (δpT)RHIC 

and  
(dN/dy)LHC ≈ 2.2 (dN/dy)RHIC
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The limitations of RAA
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Insensitivity due to surface 
emission: 

A. Dainese et al.,  
Eur. Phys. J. C38(2005) 461 

Distributions of parton production  
points in the transverse plane

RAA can’t go to zero even for 
the highest densities
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The limitations of RAA

!9

Insensitivity due to surface 
emission: 

A. Dainese et al.,  
Eur. Phys. J. C38(2005) 461 

Distributions of parton production  
points in the transverse plane

⇔

⇔

Rough correspondence:

RAA can’t go to zero even for 
the highest densities

Need better tool
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p and E MUST be conserved even with quenched jets 
• Study nuclear modification factor of jets 

If jet reconstruction complete 
and unbiased RAA==1
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Got to bite the bullet and jet find

!10

1

Cross-section ratio  
Au-Au/p-p

p and E MUST be conserved even with quenched jets 
• Study nuclear modification factor of jets 

If jet reconstruction complete 
and unbiased RAA==1

Quenched energy not 
recovered even for 

jets with 900 GeV and 
R=0.4

High-pT jets vs hadrons
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-12015 Pb+Pb data, 0.49 nb
-1 data, 25 pbpp2015 

Jets: RAA < 1 out to high pT

Single particles: consistent with expected constant (log E) dependence

CMS, JHEP 04, 039

ATLAS-CONF-2017-009

Charged particle RAA Jet RAA

pT-dependence:

Jets: suggest increase of ΔE vs E
Tentative interpretation: in jets, multiple partons lose energy; more partons in high-E jets ⇒ more E-loss
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Where does lost energy go?

!11

Au+Au 0-20%
High Tower Trigger 
1 tower 
0.05x0.05 (ηxϕ) 
with Et> 5.4 GeV

 Jet trigger:
Anti-kT, 
R=0.4, 
pt,rec(jet) using
pt,(particle)>2 GeV

Recoil jet

Trigger jet

Δϕ

STAR:PRL 112 (2014) 122301
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Where does lost energy go?

!11

Au+Au 0-20%
High Tower Trigger 
1 tower 
0.05x0.05 (ηxϕ) 
with Et> 5.4 GeV

 Jet trigger:
Anti-kT, 
R=0.4, 
pt,rec(jet) using
pt,(particle)>2 GeV

Recoil jet

Trigger jet

Δϕ

Direct measurement of modified 
fragmentation due to presence 

of QGP

 Away-side:   Broadening 
                     Softening 

E remains correlated to jet 
axis but at large angles 

STAR:PRL 112 (2014) 122301
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Seminclusive recoil	jet	suppression	with	hadron	triggers	
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Energy	shift:
RHIC	~	4	GeV
LHC	~	8	GeV

!12

R=0.2 R=0.5

Lost energy of a recoil jet

ALICE: JHEP 09 (2015) 170 
STAR:  PRC 96, 024905 (2017)
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Seminclusive recoil	jet	suppression	with	hadron	triggers	

12

Energy	shift:
RHIC	~	4	GeV
LHC	~	8	GeV

!12

R=0.2 R=0.5

Lost energy of a recoil jet

RHIC:  Jet pT =10-20 GeV 
R=0.2:   pT,Shift ~  -4.4 ± 0.2 ± 1.2 GeV 
R=0.5:   pT,Shift ~  -2.8 ± 0.5 ± 1.2 GeV 

ALICE: JHEP 09 (2015) 170 
STAR:  PRC 96, 024905 (2017)
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Seminclusive recoil	jet	suppression	with	hadron	triggers	

12

Energy	shift:
RHIC	~	4	GeV
LHC	~	8	GeV

Semi-inclusive hadron-jet measurement in central Pb–Pb ALICE Collaboration
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Fig. 9: ∆IAA, the ratio of ∆recoil in central Pb–Pb and pp collisions at
√
s = 2.76 TeV, for R = 0.2, 0.4 and 0.5. ∆recoil

for pp collisions are calculated using PYTHIA.
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R=0.2 R=0.5

Lost energy of a recoil jet

RHIC:  Jet pT =10-20 GeV 
R=0.2:   pT,Shift ~  -4.4 ± 0.2 ± 1.2 GeV 
R=0.5:   pT,Shift ~  -2.8 ± 0.5 ± 1.2 GeV 

Energy almost recovered at 
moderate angles at RHIC 

but not at LHC
LHC: Jet pT =60-100 GeV 
R=0.5:  pT,Shift ~ -8 ± 2GeV

ALICE: JHEP 09 (2015) 170 
STAR:  PRC 96, 024905 (2017)
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Seminclusive recoil	jet	suppression	with	hadron	triggers	

12

Energy	shift:
RHIC	~	4	GeV
LHC	~	8	GeV

Semi-inclusive hadron-jet measurement in central Pb–Pb ALICE Collaboration
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Fig. 9: ∆IAA, the ratio of ∆recoil in central Pb–Pb and pp collisions at
√
s = 2.76 TeV, for R = 0.2, 0.4 and 0.5. ∆recoil

for pp collisions are calculated using PYTHIA.
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Lost energy of a recoil jet

RHIC:  Jet pT =10-20 GeV 
R=0.2:   pT,Shift ~  -4.4 ± 0.2 ± 1.2 GeV 
R=0.5:   pT,Shift ~  -2.8 ± 0.5 ± 1.2 GeV 

Energy almost recovered at 
moderate angles at RHIC 

but not at LHC
LHC: Jet pT =60-100 GeV 
R=0.5:  pT,Shift ~ -8 ± 2GeV

ALICE: JHEP 09 (2015) 170 
STAR:  PRC 96, 024905 (2017)

How to look event-by-event?
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Dijet energy (im)balance: AJ or xJ

!13

Ideally AJ = 0 or xJ  =1

ϕ1 , pTLead

ϕ2 , pTSubLead
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pLead
T � pSubLead
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Dijet energy (im)balance: AJ or xJ

!13

Ideally AJ = 0 or xJ  =1
Using jet finder some energy missed

Even for p+p this is not observed

In A+A collisions energy loss to QGP 
will enhance imbalance

Compare imbalance in p+p and A+A 
for different thresholds, radii, partons

ϕ1 , pTLead

ϕ2 , pTSubLead

AJ =
pLead
T � pSubLead

T

pLead
T + pSubLead

T

xJ =
pSubLead
T
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Individual dijets are imbalanced

!14

Imbalance clearly increases with centrality - more Eloss of recoil jet

Direct photons: ‘fixing’ the jet energy and color charge

!35
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Described well by 


Pythia, Herwig, and NLO

Centrality dependence; pT" = 100-158 GeV pT" = 63.1–79.6 GeV

See also: CMS, HIN-16-002

Clear increase in asymmetry: energy loss

NB: some recoil jets may fall below the cut

Fix trigger photon pT = 100-158 GeV 
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Semi-inclusive hadron-jet measurement in central Pb–Pb ALICE Collaboration

averaged basis, by the energy carried by soft particles at large angles relative to the jet axis [23]. Also in
this case, however, quantitative comparison of these measurements requires their calculation in a com-
mon theoretical framework.

The ∆recoil distributions in both pp and Pb–Pb collisions are well-described by an exponential distribution
∝ e−p

ch
T,jet/b, with values of b around 16 GeV/c. Fig. 9 shows that ∆IAA has negligible dependence on

pchT,jet for R = 0.4 and 0.5 within 60< pchT,jet < 100 GeV/c, which indicates that the values of b are similar
within this pT,jet range for the pp and Pb–Pb distributions. The value of ∆IAA in this region can therefore
be expressed as the horizontal shift of an exponential distribution of fixed slope. For R = 0.5 in the range
60< pchT,jet < 100 GeV/c, the suppression in ∆IAA corresponds to a shift in p

ch
T,jet of −8±2 (stat) GeV/c.

In the scenario of negligible trigger-jet energy loss, this shift corresponds to the average partonic energy
loss of the recoil jet population via energy transport to large angles, outside the jet cone.

9.2 Azimuthal correlations

Figure 11 shows the uncorrected Φ(∆ϕ) distributions for central Pb–Pb data and pp simulations. As
noted in Sect. 5.2, we compare the uncorrected Φ(∆ϕ) distribution of Pb–Pb data to a reference distri-
bution for pp collisions (PYTHIA, Perugia 2010 tune), modified by the background and instrumental
effects expected for central Pb–Pb collisions. We recall that Φ(∆ϕ) suppresses the uncorrelated contri-
bution from MPI, which otherwise would provide a significant background at large π−∆ϕ .
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Statistical errors only

Fig. 11: Φ(∆ϕ) distributions for 0-10% central Pb–Pb data (black circles) and pp collisions simulated by detector-
level PYTHIA events embedded into central Pb–Pb events (red squares), at √sNN = 2.76 TeV. Jets have 40 <
preco,chT,jet < 60, with preco,chT,jet not corrected for background fluctuations and instrumental effects. The lines show the
result of fitting Eq. 8 to the distributions, with the value of σ from the fit as indicated. The error bars show
statistical errors only. The Pb–Pb data points are the same as the solid circles shown in the left panel of Fig. 4.

The absolute yield of the Pb–Pb distribution is seen to be smaller than that of the pp reference. This
is consistent with the suppression observed for ∆IAA (Fig. 9), which is the ratio of the integrals of the
Φ(∆ϕ) distributions over the range π−∆ϕ < 0.6.

TheΦ(∆ϕ) distributions for Pb–Pb and pp collisions are characterized by fitting a function corresponding
to an exponential plus a pedestal term [43],

f (∆ϕ) = p0× e(∆ϕ−π)/σ + p1, (8)
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FIG. 21. (Color online) Distribution of � (��) at
p
s = 200

GeV, for Au+Au collisions measured by STAR and p+p colli-
sions generated by PYTHIA (detector level). Vertical dashed
lines show limits of integration for Y

�
pchT,jet

�
. Top panel: pe-

ripheral Au+Au compared to p+p. Blue dashed curve shows
PYTHIA distribution scaled to have the same integral as
data between the vertical dashed lines. Middle panel: central
Au+Au compared to p+p detector-level events embedded into
central Au+Au mixed events. Shaded bands show systematic
uncertainty due to mixed-event normalization. Bottom panel:
same as middle panel, but with PYTHIA distribution scaled
to have the same integral as data between the vertical dashed
lines.

small, and the ME scale factor approaches unity in that
region. By utilizing a ��-dependent scaling of the ME
distribution we track this e↵ect accurately, resulting in
an accurate ME normalization for correction of uncorre-
lated background yield.

Figure 21 shows � (��) distributions for R = 0.3 and
9 < preco,chT,jet < 13 GeV/c measured in peripheral and cen-

tral Au+Au collisions at
p
sNN = 200 GeV, compared to

� (��) distributions for p+p collisions at
p
s = 200 GeV

generated by PYTHIA. The data are the same as those
in Figs. 10 and 11. The data are corrected for uncor-
related background yield using ME subtraction, but no
correction is applied for instrumental response or uncor-
related background fluctuations. Rather, for comparison
to data, the PYTHIA p+p distribution is used at the
detector level, which incorporates the e↵ects of instru-
mental response. In addition, for comparison to the cen-
tral Au+Au data, the e↵ects of uncorrelated background
fluctuations are imposed by embedding the p+p events
generated by PYTHIA at the detector level into Au+Au
mixed events. These reference events based on PYTHIA
are analysed in the same way as real data; in particular,
the e↵ect of correlated recoil jets on the calculation of ⇢
is the same as that in real data analysis.

The top and middle panels of Figure 21 compare ab-
solutely normalized � (��) distributions for Au+Au and
p+p. The yield for the PYTHIA-generated p+p distri-
bution in this region is significantly larger than that of
the Au+Au data for both peripheral and central colli-
sions, with larger di↵erence for central collisions. This
is in qualitative agreement with Fig. 19, though quanti-
tative comparison is not possible because these data are
not fully corrected.

For detailed comparison of the shape of the central
peaks of the � (��) distributions, we scale the PYTHIA-
generated p+p distributions to have the same integrated
yield as the data in the range |⇡ ���| < ⇡/4. The top
panel of Figure 21 shows scaled p+p compared to pe-
ripheral Au+Au, which agree well. The bottom panel
shows the scaled embedded p+p and central Au+Au dis-
tributions, indicating a slightly broader central peak in
data. A recent calculation suggests that such compar-
isons may be used to constrain hq̂ · Li, where q̂ is the
jet transport parameter and L is the in-medium path
length [29]. However, quantitative comparison of such
measurements and calculations requires correction of the
data for instrumental and background fluctuation e↵ects,
which requires higher statistical precision than the data
presented here and is beyond the scope of the current
analysis.

Finally, we turn to the search for large-angle Molière
scattering in the hot QCD medium [28]. Absolutely
normalized � (��) distributions are required for this
measurement. We focus on the � (��) distribution at
large angles relative to the trigger axis, in the range
|⇡ � ��| > 0.56. Fig. 21, upper panel, shows no sig-
nificant yield in this range for both peripheral Au+Au
events and PYTHIA-generated p+p events. The insert
in the middle panel shows the � (��) distribution in
this range for central Au+Au collisions and PYTHIA-
generated p+p events embedded into central Au+Au
mixed events. Both distributions have non-zero yield
and are consistent with each other within the uncertainty
band. We therefore do not observe significant evidence
for large-angle Molière scattering in central Au+Au col-

Dijets are not deflected

!15

Partons lose energy but are not deflected from original path

STAR 
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FIG. 21. (Color online) Distribution of � (��) at
p
s = 200

GeV, for Au+Au collisions measured by STAR and p+p colli-
sions generated by PYTHIA (detector level). Vertical dashed
lines show limits of integration for Y

�
pchT,jet

�
. Top panel: pe-

ripheral Au+Au compared to p+p. Blue dashed curve shows
PYTHIA distribution scaled to have the same integral as
data between the vertical dashed lines. Middle panel: central
Au+Au compared to p+p detector-level events embedded into
central Au+Au mixed events. Shaded bands show systematic
uncertainty due to mixed-event normalization. Bottom panel:
same as middle panel, but with PYTHIA distribution scaled
to have the same integral as data between the vertical dashed
lines.

small, and the ME scale factor approaches unity in that
region. By utilizing a ��-dependent scaling of the ME
distribution we track this e↵ect accurately, resulting in
an accurate ME normalization for correction of uncorre-
lated background yield.

Figure 21 shows � (��) distributions for R = 0.3 and
9 < preco,chT,jet < 13 GeV/c measured in peripheral and cen-

tral Au+Au collisions at
p
sNN = 200 GeV, compared to

� (��) distributions for p+p collisions at
p
s = 200 GeV

generated by PYTHIA. The data are the same as those
in Figs. 10 and 11. The data are corrected for uncor-
related background yield using ME subtraction, but no
correction is applied for instrumental response or uncor-
related background fluctuations. Rather, for comparison
to data, the PYTHIA p+p distribution is used at the
detector level, which incorporates the e↵ects of instru-
mental response. In addition, for comparison to the cen-
tral Au+Au data, the e↵ects of uncorrelated background
fluctuations are imposed by embedding the p+p events
generated by PYTHIA at the detector level into Au+Au
mixed events. These reference events based on PYTHIA
are analysed in the same way as real data; in particular,
the e↵ect of correlated recoil jets on the calculation of ⇢
is the same as that in real data analysis.

The top and middle panels of Figure 21 compare ab-
solutely normalized � (��) distributions for Au+Au and
p+p. The yield for the PYTHIA-generated p+p distri-
bution in this region is significantly larger than that of
the Au+Au data for both peripheral and central colli-
sions, with larger di↵erence for central collisions. This
is in qualitative agreement with Fig. 19, though quanti-
tative comparison is not possible because these data are
not fully corrected.

For detailed comparison of the shape of the central
peaks of the � (��) distributions, we scale the PYTHIA-
generated p+p distributions to have the same integrated
yield as the data in the range |⇡ ���| < ⇡/4. The top
panel of Figure 21 shows scaled p+p compared to pe-
ripheral Au+Au, which agree well. The bottom panel
shows the scaled embedded p+p and central Au+Au dis-
tributions, indicating a slightly broader central peak in
data. A recent calculation suggests that such compar-
isons may be used to constrain hq̂ · Li, where q̂ is the
jet transport parameter and L is the in-medium path
length [29]. However, quantitative comparison of such
measurements and calculations requires correction of the
data for instrumental and background fluctuation e↵ects,
which requires higher statistical precision than the data
presented here and is beyond the scope of the current
analysis.

Finally, we turn to the search for large-angle Molière
scattering in the hot QCD medium [28]. Absolutely
normalized � (��) distributions are required for this
measurement. We focus on the � (��) distribution at
large angles relative to the trigger axis, in the range
|⇡ � ��| > 0.56. Fig. 21, upper panel, shows no sig-
nificant yield in this range for both peripheral Au+Au
events and PYTHIA-generated p+p events. The insert
in the middle panel shows the � (��) distribution in
this range for central Au+Au collisions and PYTHIA-
generated p+p events embedded into central Au+Au
mixed events. Both distributions have non-zero yield
and are consistent with each other within the uncertainty
band. We therefore do not observe significant evidence
for large-angle Molière scattering in central Au+Au col-

Little to no azimuthal de-correlation observed

Examine Δϕ  - azimuthal angle between dijets 
 Leading order expectation: Δϕ ~π
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FIG. 21. (Color online) Distribution of � (��) at
p
s = 200

GeV, for Au+Au collisions measured by STAR and p+p colli-
sions generated by PYTHIA (detector level). Vertical dashed
lines show limits of integration for Y

�
pchT,jet

�
. Top panel: pe-

ripheral Au+Au compared to p+p. Blue dashed curve shows
PYTHIA distribution scaled to have the same integral as
data between the vertical dashed lines. Middle panel: central
Au+Au compared to p+p detector-level events embedded into
central Au+Au mixed events. Shaded bands show systematic
uncertainty due to mixed-event normalization. Bottom panel:
same as middle panel, but with PYTHIA distribution scaled
to have the same integral as data between the vertical dashed
lines.

small, and the ME scale factor approaches unity in that
region. By utilizing a ��-dependent scaling of the ME
distribution we track this e↵ect accurately, resulting in
an accurate ME normalization for correction of uncorre-
lated background yield.

Figure 21 shows � (��) distributions for R = 0.3 and
9 < preco,chT,jet < 13 GeV/c measured in peripheral and cen-

tral Au+Au collisions at
p
sNN = 200 GeV, compared to

� (��) distributions for p+p collisions at
p
s = 200 GeV

generated by PYTHIA. The data are the same as those
in Figs. 10 and 11. The data are corrected for uncor-
related background yield using ME subtraction, but no
correction is applied for instrumental response or uncor-
related background fluctuations. Rather, for comparison
to data, the PYTHIA p+p distribution is used at the
detector level, which incorporates the e↵ects of instru-
mental response. In addition, for comparison to the cen-
tral Au+Au data, the e↵ects of uncorrelated background
fluctuations are imposed by embedding the p+p events
generated by PYTHIA at the detector level into Au+Au
mixed events. These reference events based on PYTHIA
are analysed in the same way as real data; in particular,
the e↵ect of correlated recoil jets on the calculation of ⇢
is the same as that in real data analysis.

The top and middle panels of Figure 21 compare ab-
solutely normalized � (��) distributions for Au+Au and
p+p. The yield for the PYTHIA-generated p+p distri-
bution in this region is significantly larger than that of
the Au+Au data for both peripheral and central colli-
sions, with larger di↵erence for central collisions. This
is in qualitative agreement with Fig. 19, though quanti-
tative comparison is not possible because these data are
not fully corrected.

For detailed comparison of the shape of the central
peaks of the � (��) distributions, we scale the PYTHIA-
generated p+p distributions to have the same integrated
yield as the data in the range |⇡ ���| < ⇡/4. The top
panel of Figure 21 shows scaled p+p compared to pe-
ripheral Au+Au, which agree well. The bottom panel
shows the scaled embedded p+p and central Au+Au dis-
tributions, indicating a slightly broader central peak in
data. A recent calculation suggests that such compar-
isons may be used to constrain hq̂ · Li, where q̂ is the
jet transport parameter and L is the in-medium path
length [29]. However, quantitative comparison of such
measurements and calculations requires correction of the
data for instrumental and background fluctuation e↵ects,
which requires higher statistical precision than the data
presented here and is beyond the scope of the current
analysis.

Finally, we turn to the search for large-angle Molière
scattering in the hot QCD medium [28]. Absolutely
normalized � (��) distributions are required for this
measurement. We focus on the � (��) distribution at
large angles relative to the trigger axis, in the range
|⇡ � ��| > 0.56. Fig. 21, upper panel, shows no sig-
nificant yield in this range for both peripheral Au+Au
events and PYTHIA-generated p+p events. The insert
in the middle panel shows the � (��) distribution in
this range for central Au+Au collisions and PYTHIA-
generated p+p events embedded into central Au+Au
mixed events. Both distributions have non-zero yield
and are consistent with each other within the uncertainty
band. We therefore do not observe significant evidence
for large-angle Molière scattering in central Au+Au col-

ALICE: JHEP 09 (2015) 170 
STAR:  PRC 96, 024905 (2017)
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Probing parton flavor energy loss with ever enhancing precision
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Changes in fragmentation functions
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05.10.2018 – Michael L. Knichel Jets in QCD matter - Experimental Summary 30

Medium modification of FF

Akshat Puri, Thursday (plenary)

• relative enhancement of soft and hard fragments

• depletion of intermediate z fragments

• peripheral collisions: pp FF recovered

• Medium response ~ pT scaling low pT

• Fragmentation effects ~ z scaling high pT

• Hybrid Model describes high pT

• SCET describes low pT

dijet: 

Central      - enhancement at 
                   high and low z 
Peripheral - p+p like
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Changes in fragmentation functions

!17

Different selection of quark vs gluon jets? 
Flavor dependence of quenching?

photon-jet: 
  
Peripheral - p+p like 
Central      - Enhancement at low z 
                   No clear enhancement  
                   at high z

05.10.2018 – Michael L. Knichel Jets in QCD matter - Experimental Summary 30

Medium modification of FF

Akshat Puri, Thursday (plenary)

• relative enhancement of soft and hard fragments

• depletion of intermediate z fragments

• peripheral collisions: pp FF recovered

• Medium response ~ pT scaling low pT

• Fragmentation effects ~ z scaling high pT

• Hybrid Model describes high pT

• SCET describes low pT

dijet: 

Central      - enhancement at 
                   high and low z 
Peripheral - p+p like

Yen-Jie Lee (MIT)

Photon-Tagged Jet Fragmentation Function

16Highlights from CMS

• Observation of medium induced modifications of jet fragmentation
• Medium response: important ingredient for the description of 

large ξ (low charged particle pT) in Hybrid and CoLBT-hydro
• SCETG: medium induced radiation

Kaya TatararXiv:1801.04895

P
b+

P
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!18

Jet quenching = Gluon radiation: 
Multiple final-state gluon radiation off 
of produced hard parton induced by 
traversed dense colored medium ~ 
“Gluon Bremsstrahlung”

Medium

E
Hard

Production

ω=xE

ω=(1-x)E

λ
↔

↑q
T
~μ

Modification of Jet Structure

Jet quenching/
gluon radiation in QGP

Jet in vacuum
EVacuum

Jet
Jet in medium

EMedium=EVacuum

Suppression of
high-pT particles

Enhancement of
low-pT particles

Jet broadening Jet Jet

So what’s happening?



Helen Caines - ANPC - July 2019

 

What has all this taught us?
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Different initial conditions and 
evolutionary paths: 

11

peratures reached in the most central Au+Au collisions
at RHIC, and 2.2±0.5 GeV2/fm at temperatures reached
in the most central Pb+Pb collisions at LHC. Values of q̂
in the hadronic phase are assumed to be proportional to
the hadron density in a hadron resonance gas model with
the normalization in a cold nuclear matter determined by
DIS data [81]. Values of q̂ in the QGP phase are consid-
ered proportional to T

3 and the coe�cient is determined
by fitting to the experimental data on RAA at RHIC and
LHC separately. In the HT-M model the procedure is
similar except that q̂ is assumed to be proportional to the
local entropy density and its initial value is q̂ = 0.89±0.11
GeV2/fm in the center of the most central Au+Au colli-
sions at RHIC, and q̂ = 1.29±0.27 GeV2/fm in the most
central Pb+Pb collisions at LHC (note that the values
of q̂ extracted in Sec IV are for gluon jets and therefore
9/4 times the corresponding values for quark jets). For
temperatures close to and below the QCD phase tran-
sition, q̂ is assumed to follow the entropy density, and
q̂/T

3 shown in Fig. 10 is calculated according to the pa-
rameterized EOS [96] that is used in the hydrodynamic
evolution of the bulk medium. In both HT approaches,
no jet energy dependence of q̂ is considered.

Considering the variation of the q̂ values between the
five di↵erent models studied here as theoretical uncer-
tainties, one can extract its range of values as constrained
by the measured suppression factors of single hadron
spectra at RHIC and LHC as follows:

q̂

T 3
⇡

⇢
4.6± 1.2 at RHIC,
3.7± 1.4 at LHC,

at the highest temperatures reached in the most central
Au+Au collisions at RHIC and Pb+Pb collisions at LHC.
The corresponding absolute values for q̂ for a 10 GeV
quark jet are,

q̂ ⇡

⇢
1.2± 0.3
1.9± 0.7

GeV2
/fm at

T=370 MeV,

T=470 MeV,

at an initial time ⌧0 = 0.6 fm/c. These values are very
close to an early estimate [6] and are consistent with LO
pQCD estimates, albeit with a somewhat surprisingly
small value of the strong coupling constant as obtained
in CUJET, MARTINI and McGill-AMY model. The HT
models assume that q̂ is independent of jet energy in this
study. CUJET, MARTINI and McGill-AMY model, on
the other hand, should have a logarithmic energy depen-
dence on the calculated q̂ from the kinematic limit on the
transverse momentum transfer in each elastic scattering,
which also gives the logarithmic temperature dependence
as seen in Fig. 10.

As a comparison, we also show in Fig. 10 the value
of q̂N/T

3

eft
in cold nuclei as extracted from jet quenching

in DIS [81] . The value of q̂N = 0.02 GeV2/fm and an
e↵ective temperature of an ideal quark gas with 3 quarks
within each nucleon at the nucleon density in a large
nucleus are used. It is an order of magnitude smaller
than that in A+A collisions at RHIC and LHC.
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FIG. 10. (Color online) The assumed temperature depen-
dence of the scaled jet transport parameter q̂/T 3 in di↵er-
ent jet quenching models for an initial quark jet with energy
E = 10 GeV. Values of q̂ at the center of the most central
A+A collisions at an initial time ⌧0 = 0.6 fm/c in HT-BW
and HT-M models are extracted from fitting to experimental
data on hadron suppression factor RAA at both RHIC and
LHC. In GLV-CUJET, MARTINI and McGill-AMY model, it
is calculated within the corresponding model with parameters
constrained by experimental data at RHIC and LHC. Errors
from the fits are indicated by filled boxes at three separate
temperatures at RHIC and LHC, respectively. The arrows
indicate the range of temperatures at the center of the most
central A+A collisions. The triangle indicates the value of
q̂N/T 3

e↵ in cold nuclei from DIS experiments.

There are recent attempts [92, 97] to calculate the jet
transport parameter in lattice gauge theories. A recent
lattice calculation [97] found that the non-perturbative
contribution from soft modes in the collision kernel can
double the value of the NLO pQCD result for the jet
transport parameter [98]. In the HT models such non-
perturbative contributions could be included directly in
the overall value of q̂. They can also be included in the
CUJET, MARTINI and McGill-AMY models by replac-
ing the HTL thermal theory or screened potential model
for parton scattering with parameterized collision kernels
that include both perturbative and non-perturbative con-
tributions.

One can also compare the above extracted values of q̂
to other nonperturbative estimates. Using the AdS/CFT
correspondence, the jet quenching parameter in a N = 4
supersymmetric Yang-Mills (SYM) plasma at the strong
coupling limit can be calculated in leading order (LO) as

q(t=0.6fm/c) ~ ^ 1.2 ± 0.3
1.9 ± 0.7

GeV2/fm T=370 MeV
T=470 MeV

Probes behave differently at 
RHIC and LHC

q̂ = Q2/L Q - mtm transfer to medium
L - path length

JET: PRC 90, 014909 (2014)
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Current jet probe measurements The Physics Case for sPHENIX

Why RHIC ! LHC
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B.M., NPA 855 (2011) 74

Tuesday, June 21, 2011

“RHIC” scenario
T0 = 300 GeV

Parton ET = 30 GeV

“LHC” scenario
T0 = 390 GeV

Parton ET = 200 GeV

Figure 1.9: Jet virtuality evolution at RHIC (left) and LHC (right). Vacuum contributions
to virtuality (blue dashed lines) decrease with time and medium induced contributions
(red dashed lines) increase as the parton scatters in the medium. The total virtuality (blue
solid lines) is the quadrature sum of the two contributions. At RHIC the medium induced
virtuality dominates by 2.5 fm/c while at the LHC the medium term does not dominate until
4.5 fm/c. From Ref. [41].
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FIG. 2: (Color online) Left panels show �0 RAA for 0-5% Au+Au collisions at
�

sNN=200 GeV and predictions from PQM [4], GLV [12],
WHDG [6], and ZOWW [7] models with (from top to bottom) �q̂� values of 0.3, 0.9, 1.2, 1.5, 2.1, 2.9, 4.4, 5.9, 7.4, 10.3, 13.2, 17.7, 25.0, 40.5,
101.4 GeV2/fm; dNg/dy values of 600, 800, 900, 1050, 1175, 1300, 1400, 1500, 1800, 2100, 3000, 4000; dNg/dy values of 500, 800, 1100, 1400,

1700, 2000, 2300, 2600, 2900, 3200, 3500, 3800; and �0 values of 1.08, 1.28, 1.48, 1.68, 1.88, 2.08, 2.28, 2.68, 3.08 GeV/fm. Red lines indicate the
best fit cases of (top) �q̂�= 13.2, (upper middle) dNg/dy = 1400, (lower middle) dNg/dy = 1400, and (bottom) �0 = 1.88 GeV/fm. Right panels

show RAA at pT = 20 GeV/c.

Figure 1.10: p0 RAA for central Au+Au collisions compared to PQM Model calculations [43,
44] for various values of hq̂i [45]. The red line corresponds to hq̂i = 13.2 GeV2/fm and is the
best fit to the data.

Jet quenching (i.e., the significant loss of energy for partons traversing the QGP) was
discovered via measurements at RHIC of the suppression of single hadron yields compared
to expectations from p+p collisions [46, 47]. Figure 1.10 [45] shows a comparison between

12

Current jet probe measurements The Physics Case for sPHENIX

Why RHIC ! LHC

27

0 1 2 3 4 5 6
0

2

4

6

8

10

t �fm⇧c⇥
Q
⇤t⌅�G

eV
⇥ “LHC” scenario

T0 = 390 MeV
pT = 200 MeV

0 1 2 3 4 5 6
0

1

2

3

4

5

t �fm⇧c⇥

Q
⇤t⌅�G

eV
⇥ “RHIC” scenario

T0 = 300 MeV
pT = 30 MeV

vacuum
dominated

medium dominated

Virtuality evolution of a hard scattered parton

Qvac
2 t( ) = E

2t
Qmed
2 t( ) = q̂ t( )dt! Q2 t( ) = Qvac

2 t( ) +Qmed
2 t( )

B.M., NPA 855 (2011) 74

Tuesday, June 21, 2011

“RHIC” scenario
T0 = 300 GeV

Parton ET = 30 GeV

“LHC” scenario
T0 = 390 GeV

Parton ET = 200 GeV

Figure 1.9: Jet virtuality evolution at RHIC (left) and LHC (right). Vacuum contributions
to virtuality (blue dashed lines) decrease with time and medium induced contributions
(red dashed lines) increase as the parton scatters in the medium. The total virtuality (blue
solid lines) is the quadrature sum of the two contributions. At RHIC the medium induced
virtuality dominates by 2.5 fm/c while at the LHC the medium term does not dominate until
4.5 fm/c. From Ref. [41].
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FIG. 2: (Color online) Left panels show �0 RAA for 0-5% Au+Au collisions at
�

sNN=200 GeV and predictions from PQM [4], GLV [12],
WHDG [6], and ZOWW [7] models with (from top to bottom) �q̂� values of 0.3, 0.9, 1.2, 1.5, 2.1, 2.9, 4.4, 5.9, 7.4, 10.3, 13.2, 17.7, 25.0, 40.5,
101.4 GeV2/fm; dNg/dy values of 600, 800, 900, 1050, 1175, 1300, 1400, 1500, 1800, 2100, 3000, 4000; dNg/dy values of 500, 800, 1100, 1400,

1700, 2000, 2300, 2600, 2900, 3200, 3500, 3800; and �0 values of 1.08, 1.28, 1.48, 1.68, 1.88, 2.08, 2.28, 2.68, 3.08 GeV/fm. Red lines indicate the
best fit cases of (top) �q̂�= 13.2, (upper middle) dNg/dy = 1400, (lower middle) dNg/dy = 1400, and (bottom) �0 = 1.88 GeV/fm. Right panels

show RAA at pT = 20 GeV/c.

Figure 1.10: p0 RAA for central Au+Au collisions compared to PQM Model calculations [43,
44] for various values of hq̂i [45]. The red line corresponds to hq̂i = 13.2 GeV2/fm and is the
best fit to the data.

Jet quenching (i.e., the significant loss of energy for partons traversing the QGP) was
discovered via measurements at RHIC of the suppression of single hadron yields compared
to expectations from p+p collisions [46, 47]. Figure 1.10 [45] shows a comparison between
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peratures reached in the most central Au+Au collisions
at RHIC, and 2.2±0.5 GeV2/fm at temperatures reached
in the most central Pb+Pb collisions at LHC. Values of q̂
in the hadronic phase are assumed to be proportional to
the hadron density in a hadron resonance gas model with
the normalization in a cold nuclear matter determined by
DIS data [81]. Values of q̂ in the QGP phase are consid-
ered proportional to T

3 and the coe�cient is determined
by fitting to the experimental data on RAA at RHIC and
LHC separately. In the HT-M model the procedure is
similar except that q̂ is assumed to be proportional to the
local entropy density and its initial value is q̂ = 0.89±0.11
GeV2/fm in the center of the most central Au+Au colli-
sions at RHIC, and q̂ = 1.29±0.27 GeV2/fm in the most
central Pb+Pb collisions at LHC (note that the values
of q̂ extracted in Sec IV are for gluon jets and therefore
9/4 times the corresponding values for quark jets). For
temperatures close to and below the QCD phase tran-
sition, q̂ is assumed to follow the entropy density, and
q̂/T

3 shown in Fig. 10 is calculated according to the pa-
rameterized EOS [96] that is used in the hydrodynamic
evolution of the bulk medium. In both HT approaches,
no jet energy dependence of q̂ is considered.

Considering the variation of the q̂ values between the
five di↵erent models studied here as theoretical uncer-
tainties, one can extract its range of values as constrained
by the measured suppression factors of single hadron
spectra at RHIC and LHC as follows:

q̂

T 3
⇡

⇢
4.6± 1.2 at RHIC,
3.7± 1.4 at LHC,

at the highest temperatures reached in the most central
Au+Au collisions at RHIC and Pb+Pb collisions at LHC.
The corresponding absolute values for q̂ for a 10 GeV
quark jet are,

q̂ ⇡

⇢
1.2± 0.3
1.9± 0.7

GeV2
/fm at

T=370 MeV,

T=470 MeV,

at an initial time ⌧0 = 0.6 fm/c. These values are very
close to an early estimate [6] and are consistent with LO
pQCD estimates, albeit with a somewhat surprisingly
small value of the strong coupling constant as obtained
in CUJET, MARTINI and McGill-AMY model. The HT
models assume that q̂ is independent of jet energy in this
study. CUJET, MARTINI and McGill-AMY model, on
the other hand, should have a logarithmic energy depen-
dence on the calculated q̂ from the kinematic limit on the
transverse momentum transfer in each elastic scattering,
which also gives the logarithmic temperature dependence
as seen in Fig. 10.

As a comparison, we also show in Fig. 10 the value
of q̂N/T

3

eft
in cold nuclei as extracted from jet quenching

in DIS [81] . The value of q̂N = 0.02 GeV2/fm and an
e↵ective temperature of an ideal quark gas with 3 quarks
within each nucleon at the nucleon density in a large
nucleus are used. It is an order of magnitude smaller
than that in A+A collisions at RHIC and LHC.
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FIG. 10. (Color online) The assumed temperature depen-
dence of the scaled jet transport parameter q̂/T 3 in di↵er-
ent jet quenching models for an initial quark jet with energy
E = 10 GeV. Values of q̂ at the center of the most central
A+A collisions at an initial time ⌧0 = 0.6 fm/c in HT-BW
and HT-M models are extracted from fitting to experimental
data on hadron suppression factor RAA at both RHIC and
LHC. In GLV-CUJET, MARTINI and McGill-AMY model, it
is calculated within the corresponding model with parameters
constrained by experimental data at RHIC and LHC. Errors
from the fits are indicated by filled boxes at three separate
temperatures at RHIC and LHC, respectively. The arrows
indicate the range of temperatures at the center of the most
central A+A collisions. The triangle indicates the value of
q̂N/T 3

e↵ in cold nuclei from DIS experiments.

There are recent attempts [92, 97] to calculate the jet
transport parameter in lattice gauge theories. A recent
lattice calculation [97] found that the non-perturbative
contribution from soft modes in the collision kernel can
double the value of the NLO pQCD result for the jet
transport parameter [98]. In the HT models such non-
perturbative contributions could be included directly in
the overall value of q̂. They can also be included in the
CUJET, MARTINI and McGill-AMY models by replac-
ing the HTL thermal theory or screened potential model
for parton scattering with parameterized collision kernels
that include both perturbative and non-perturbative con-
tributions.

One can also compare the above extracted values of q̂
to other nonperturbative estimates. Using the AdS/CFT
correspondence, the jet quenching parameter in a N = 4
supersymmetric Yang-Mills (SYM) plasma at the strong
coupling limit can be calculated in leading order (LO) as

q(t=0.6fm/c) ~ 

Different virtuality 
evolutions: 

How/when does 
parton become  
“aware” of medium

^ 1.2 ± 0.3
1.9 ± 0.7

GeV2/fm T=370 MeV
T=470 MeV

Probes behave differently at 
RHIC and LHC

q̂ = Q2/L Q - mtm transfer to medium
L - path length

JET: PRC 90, 014909 (2014)
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Summary 

!20

All “jet” results reveal consistent picture:  
 Strong energy loss of hard scattered patrons 
 Lost energy re-emerges as soft (low pT) particles 
 Lost energy re-emerges as large angles to initial parton direction 
            Core of jet remains unmodified 

For jet observables peripheral A-A collisions behave a lot like p-p collisions 
Small/no energy lost to medium in small systems 

Differences between QGP properties at RHIC and LHC emerging 
        Informing about QCD at high T 
                        
Qualitatively consistent picture of partonic energy loss emerging 

Starting to explore jet substructure and geometry engineering to learn 
more about how  interactions with QGP modify  fragmentation
New detectors, sPHENIX and STAR Forward at RHIC; ALICE streaming TPC 
readout at LHC come on line in next couple of years. 
            High statistics measurements of rare probes coming soon
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But jet mass does not change

!21

mass of the jet

!9
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no significant mass modification observed in PbPb within the uncertainties

First measurement of jet mass in Pb–Pb and p–Pb collisions ALICE Collaboration
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Fig. 6: Fully-corrected jet mass distribution for anti-kT jets with R = 0.4 in p–Pb collisions, compared
to PYTHIA and HERWIG simulations for three ranges of pT,ch jet. Statistical uncertainties in data are
smaller than the markers and in the models are smaller than the line width.
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Fig. 7: Fully-corrected jet mass distribution for anti-kT jets with R= 0.4 in minimum bias p–Pb collisions
compared to central Pb–Pb collisions for three ranges of pT,ch jet.
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energy loss. In JEWEL each scattering of the leading parton with constituents from the medium is
computed giving a microscopic description of the transport coefficient, q̂. By default, JEWEL does
not keep track of the momenta of the recoiling scattering centers (“recoil off”). This leads to a net
loss of energy and momentum out of the di-jet system, and is expected to mostly affect low-pT-particle
production. For the jet mass measurement, low-momentum fragments are important, so JEWEL was
also run in the mode in which it keeps track of the scattering centers (“recoil on”). In that mode, more
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energy loss. In JEWEL each scattering of the leading parton with constituents from the medium is
computed giving a microscopic description of the transport coefficient, q̂. By default, JEWEL does
not keep track of the momenta of the recoiling scattering centers (“recoil off”). This leads to a net
loss of energy and momentum out of the di-jet system, and is expected to mostly affect low-pT-particle
production. For the jet mass measurement, low-momentum fragments are important, so JEWEL was
also run in the mode in which it keeps track of the scattering centers (“recoil on”). In that mode, more
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ALICE: mass from charged particles
1702.00804 ATLAS-CONF-2018-014

ATLAS: mass from calorimeter towers

Martin Spousta, Wednesday
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Nick Elsey, STAR - Hard Probes 2018, France!10

when soft constituents 

are included:


balance no longer restored 

to the level of p+p in R=0.2

broadening of jet from 0.2 to 0.4

softening of jet constituents

hard core di-jets more 
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respect to p+p

Di-jet asymmetry at STAR
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Figure 8: Df12 distributions for leading jets of pT,1 > 120 GeV/c with subleading jets of pT,2 >
50 GeV/c for 7 TeV pp collisions (a) and 2.76 TeV PbPb collisions in several centrality bins: (b)
50–100%, (c) 30–50%, (d) 20–30%, (e) 10–20% and (f) 0–10%. Data are shown as black points,
while the histograms show (a) PYTHIA events and (b)-(f) PYTHIA events embedded into PbPb
data. The error bars show the statistical uncertainties.

120 GeV/c and pT,2 > 50 GeV/c. The threshold of 3.026 corresponds to the median of the
Df12 distribution for PYTHIA (without embedding). The results for both the PbPb data and
PYTHIA+DATA dijets are shown as a function of the reaction centrality, given by the number
of participating nucleons, Npart, as described in Section 2.3. This observable is not sensitive
to the shape of the tail at Df12 < 2 seen in Fig. 8, but can be used to measure small changes
in the back-to-back correlation between dijets. A decrease in the fraction of back-to-back jets
in PbPb data is seen compared to the pure PYTHIA simulations. Part of the observed change
in RB(Df) with centrality is explained by the decrease in jet azimuthal angle resolution from
sf = 0.03 in peripheral events to sf = 0.04 in central events, due to the impact of fluctuations
in the PbPb underlying event. This effect is demonstrated by the comparison of PYTHIA and
PYTHIA+DATA results. The difference between the pp and PYTHIA+DATA resolutions was used
for the uncertainty estimate, giving the dominant contribution to the systematic uncertainties,
shown as brackets in Fig. 9.

3.1.3 Dijet momentum balance

To characterize the dijet momentum balance (or imbalance) quantitatively, we use the asym-
metry ratio,

AJ =
pT,1 � pT,2

pT,1 + pT,2
, (1)
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Matched Au+Au AJ ≠  p+p AJ for R=0.2
→ (recoil) Jet broadening in 0.2 − 0.4
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Figure 8: Df12 distributions for leading jets of pT,1 > 120 GeV/c with subleading jets of pT,2 >
50 GeV/c for 7 TeV pp collisions (a) and 2.76 TeV PbPb collisions in several centrality bins: (b)
50–100%, (c) 30–50%, (d) 20–30%, (e) 10–20% and (f) 0–10%. Data are shown as black points,
while the histograms show (a) PYTHIA events and (b)-(f) PYTHIA events embedded into PbPb
data. The error bars show the statistical uncertainties.

120 GeV/c and pT,2 > 50 GeV/c. The threshold of 3.026 corresponds to the median of the
Df12 distribution for PYTHIA (without embedding). The results for both the PbPb data and
PYTHIA+DATA dijets are shown as a function of the reaction centrality, given by the number
of participating nucleons, Npart, as described in Section 2.3. This observable is not sensitive
to the shape of the tail at Df12 < 2 seen in Fig. 8, but can be used to measure small changes
in the back-to-back correlation between dijets. A decrease in the fraction of back-to-back jets
in PbPb data is seen compared to the pure PYTHIA simulations. Part of the observed change
in RB(Df) with centrality is explained by the decrease in jet azimuthal angle resolution from
sf = 0.03 in peripheral events to sf = 0.04 in central events, due to the impact of fluctuations
in the PbPb underlying event. This effect is demonstrated by the comparison of PYTHIA and
PYTHIA+DATA results. The difference between the pp and PYTHIA+DATA resolutions was used
for the uncertainty estimate, giving the dominant contribution to the systematic uncertainties,
shown as brackets in Fig. 9.

3.1.3 Dijet momentum balance

To characterize the dijet momentum balance (or imbalance) quantitatively, we use the asym-
metry ratio,

AJ =
pT,1 � pT,2

pT,1 + pT,2
, (1)



Helen Caines - ANPC - July 2019

 

Our Long Range Plan

!23

At RHIC BES-II, followed by forward physics followed by sPHENIX
At LHC upgrades being installed for high precision Run-3 in 2022

41

DOE Shown Heavy Ion TimelineDoE and international support for our plan

New detectors 
being designed 
and built NOW!

New accelerator 
being designed 
NOW!

40

science.energy.gov/~/media/np/nsac/pdf/2015LRP/2015_LRPNS_091815.pdf

Well worth reading for 
young people…

A roadmap for the 
future.    Note that 
large $0.5 - $1.5B 
projects take 7-15 

years at least.

Capitalize on key 
investments.

Future facilities.
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Got to bite the bullet and jet find

!25

Some$Lessons$

STAR

Even visible by eye in event 
displays 
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Can we select specific jet geometries?

!26
T. Renk, PRC87 (2013) 024905 

Can we affect path-length of 
recoil jet? recoil jet

Trigger 
particle/jet

More energy loss of recoil jet
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Theoretical calculations of jets at RHIC The Physics Case for sPHENIX
Jet Surface Emission Engineering
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Figure 1.17: Dijet surface bias in YaJEM for various trigger definitions. As the trigger is
changed from a single hadron (left) to a reconstructed jet with a minimum pT selection on
charged tracks and electromagnetic clusters (middle) to an ideally reconstructed jet (right),
the surface bias in the production point becomes less pronounced. sPHENIX is capable of all
three types of measurements. (Based on figure taken from [85].)

respectively. The calculated AJ distributions reproduce the CMS experimental data [71].

In Figure 1.18 (right panel) the calculation is repeated with a medium temperature ap-
propriate for RHIC collisions and with RHIC observable jet energies, ET1 > 20 GeV and
R = 0.2. The calculation is carried out for different coupling strengths as between partons
in the medium themselves and the parton probe and medium partons. The variation in
the value of as should be viewed as changing the effective coupling in the many-body
environment of the QGP. It is interesting to note that in the parton cascade BAMPS, the au-
thors find a coupling of as ⇡ 0.6 is required to describe the bulk medium flow [88]. These
results indicate sizable modification to the dijet asymmetry and thus excellent sensitivity
to the effective coupling to the medium at RHIC energies.

Figure 1.19 demonstrates the determination of the effective coupling in the model of
Coleman-Smith. The different curves in the left panel show the distribution of dijet
asymmetry for different values of the effective coupling. The data points are generated for
a particular value of the coupling strength and the uncertainties are representative of those
that sPHENIX would record. By performing a modified c2 comparison of the model to the
data, one obtains the curve in the right panel. From that curve, one is able to determine
the coupling with an uncertainty of about 5%.

Figure 1.20 (left panel) shows the temperature dependence of the dijet asymmetry, now
keeping the coupling as fixed. One observes a similar sharp drop in the fraction of
energy balanced dijets with increasing temperature to that seen for increasing the effective
coupling, and so combining these observations with constrained hydrodynamic models
and direct photon emission measurements is important. Given that the initial temperatures
of the QGP formed at RHIC and the LHC should be significantly different, this plot shows

20

Can we select specific jet geometries?
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p-Pb : Constraining gluon (n)PDFs 
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Yen-Jie Lee (MIT)

Summary

19Dijet pseudorapidity in pp and pPb @ 5 TeV

EMC
Anti-shadowing

Shadowing

Shadowing

Anti-shadowing

• Precision measurements of dijet η in pp and pPb from CMS
• Data from pp collisions and NLO calculations are not in good agreement

• Ratios of pPb and pp reference: Reduce the dependence of the nPDF
extraction on the pp NLO calculation and experimental uncertainties

• Significant modifications of dijet η in pPb observed. The data in 
different pT

ave bins provide strong constraints on the (gluon) nPDF

CMS-PAS-HIN-16-003
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CMS 
Prelim.

Precision measurements of ηdijet = (η1+η2)/2∝0.5 log(xp/xpB) + ηCM 

ηdijet   Theoretically:     can be calculated in pQCD 
Experimentally: “avoid” fragmentation and hadronization effects 

pTave   Access to Q2

Neither PDFs nor nPDFs gives good fit across whole range
Evidence of gluon modification in EMC region x>0.3

CMS-PAS-HIN-16-003
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Di-jet variation scorecard
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Nick Elsey, STAR - Hard Probes 2018, France

selecting narrower/

harder/higher energy jets
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Rho and JES

!30

6

FIG. 2. (Color online) Upper panel: distribution of ⇢ for
central and peripheral Au+Au collisions (SE), and for mixed
events (ME, see Sect. V). Lower panel: ratio of distributions
SE/ME for central Au+Au collisions. Blue points are ME
distribution used in analysis; red points are same distribution
shifted by 60 MeV/(c sr). See discussion in Sect. V.

correspond to conditions in central Au+Au collisions.
These distributions represent the instrumental response
to charged jets, and are non-Gaussian. Correction for
these instrumental e↵ects is carried out by an unfolding
procedure [42, 43] utilizing an instrumental response ma-
trix. It is nevertheless illustrative to quantify the main
features of the instrumental response. For charged jets
in the range 5 < preco,chT,jet < 30 GeV/c, jet energy resolu-
tion (JER) due to instrumental e↵ects has a peak with
� = 5 � 10% and tail to low jet energy, . The complete
JER distribution has RMS = 25%, with negligible de-
pendence of the JER on R. The jet energy scale (JES)
uncertainty due to instrumental e↵ects, which arises pre-
dominantly from uncertainty in tracking e�ciency, is 5%,
likewise with negligible R-dependence.

There is no absolute definition of uncorrelated back-
ground energy density in an event. The definition of
⇢ outlined above is not unique; di↵erent choices of re-
construction algorithm, jet radius R, and number of ex-
cluded jets, provide equally valid background estimates.
As discussed below, the jet-wise adjustment in Eq. 2 is
the first step in a multi-step process in which full correc-
tion for uncorrelated background utilizes an instrumen-
tal response matrix incorporating the same choice of ⇢.
Since no jet candidates are excluded based on their value
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FIG. 3. (Color online) Distribution of jets with R=0.3 in p+p
collisions at

p
s=200 GeV, generated by PYTHIA: pdetT,jet (de-

tector level) for fixed values of ppartT,jet (particle level). Detector-
level e↵ects are for the environment of central Au+Au colli-
sions. The red lines are Gaussian fits to the narrow peak,
with relative width given as �pT/pT.

of preco,iT,jet in this analysis, the final corrected spectrum is
independent of the specific choices made in the defini-
tion of ⇢. The above choices for ⇢ are made for technical
reasons, to ensure numerical stability of the unfolding
procedures.

IV. SEMI-INCLUSIVE HADRON+JET
DISTRIBUTIONS

A. Specification of observables

The analysis is based on the semi-inclusive distribution
of charged jets recoiling from a high-pT trigger hadron
(“h+jet”) [24, 31, 44]. The trigger hadron is a charged
particle with pT,trig within a specified interval. The in-
terval for the primary analysis is 9 < pT,trig < 30 GeV/c,
while lower pT,trig is used for systematic studies.
The trigger hadron is selected inclusively: if there is a

charged hadron observed within the pT,trig interval the
event is accepted, otherwise it is rejected. The probabil-
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sees that indeed the momentum balance of the events, shown
as solid circles, is recovered within uncertainties, for both
centrality ranges and even for events with large observed dijet
asymmetry, in both data and simulation. This shows that the
dijet momentum imbalance is not related to undetected activity
in the event due to instrumental (e.g., gaps or inefficiencies in
the calorimeter) or physics (e.g., neutrino production) effects.

The figure also shows the contributions to ⟨̸p∥
T⟩ for five

transverse momentum ranges from 0.5–1 GeV/c to pT >
8 GeV/c. The vertical bars for each range denote statistical
uncertainties. For data and simulation, a large negative
contribution to ⟨̸p∥

T⟩ (i.e., in the direction of the leading jet)
by the pT > 8 GeV/c range is balanced by the combined
contributions from the 0.5–8 GeV/c regions. Looking at the
pT < 8 GeV/c region in detail, important differences between
data and simulation emerge. For PYTHIA + HYDJET both
centrality ranges show a large balancing contribution from the
intermediate pT region of 4–8 GeV/c, while the contribution
from the two regions spanning 0.5–2 GeV/c is very small. In
peripheral PbPb data, the contribution of 0.5–2 GeV/c tracks
relative to that from 4–8 GeV/c tracks is somewhat enhanced
compared to the simulation. In central PbPb events, the relative
contribution of low and intermediate-pT tracks is actually
the opposite of that seen in PYTHIA + HYDJET. In data, the
4–8 GeV/c region makes almost no contribution to the overall
momentum balance, while a large fraction of the negative
imbalance from high pT is recovered in low-momentum tracks.

The dominant systematic uncertainty for the pT balance
measurement comes from the pT-dependent uncertainty in
the track reconstruction efficiency and fake rate described in
Sec. III B. A 20% uncertainty was assigned to the final result,
stemming from the residual difference between the PYTHIA
generator level and the reconstructed PYTHIA + HYDJET tracks
at high pT. This is combined with an absolute 3 GeV/c
uncertainty that comes from the imperfect cancellation of the
background tracks. The background effect was cross checked
in data from a random cone study in 0%–30% central events
similar to the study described in Sec. III B. The overall
systematic uncertainty is shown as brackets in Figs. 14 and 15.

Further insight into the radial dependence of the momentum
balance can be gained by studying ⟨̸p∥

T⟩ separately for tracks
inside cones of size !R = 0.8 around the leading and
subleading jet axes, and for tracks outside of these cones.
The results of this study for central events are shown in Fig. 15
for the in-cone balance and out-of-cone balance for MC and
data. As the underlying PbPb event in both data and MC is
not φ symmetric on an event-by-event basis, the back-to-back
requirement was tightened to !φ12 > 5π/6 for this study.

One observes that for both data and MC an in-cone
imbalance of ⟨̸p∥

T⟩ ≈ − 20 GeV/c is found for the AJ > 0.33
selection. In both cases this is balanced by a corresponding
out-of-cone imbalance of ⟨̸p∥

T⟩ ≈ 20 GeV/c. However, in
the PbPb data the out-of-cone contribution is carried almost
entirely by tracks with 0.5 < pT < 4 GeV/c, whereas in MC

0.1 0.2 0.3 0.4

-40

-20

0

20

40 PYTHIA+HYDJET 0-30%

In-Cone

R<0.8∆

(a)

JA
0.1 0.2 0.3 0.4

-40

-20

0

20

40
CMS 0-30%

=2.76 TeVsPb+Pb
-1bµL dt = 6.7 ∫

In-Cone

R<0.8∆

(c)

> 0.5 GeV/c
0.5 - 1.0 GeV/c
1.0 - 2.0 GeV/c
2.0 - 4.0 GeV/c
4.0 - 8.0 GeV/c
> 8.0 GeV/c

Out-of-Cone

0.8≥R∆

(b)

  > 120GeV/c
T,1

p

  > 50GeV/c
T,2

p

π6
5>

1,2
φ∆ | < 1.6

1,2
η|

JA
0.1 0.2 0.3 0.4

Out-of-Cone

0.8≥R∆

(d)

> 
(G

eV
/c

)
⏐ ⏐ T

p<
> 

(G
eV

/c
)

⏐ ⏐ T
p<

FIG. 15. (Color online) Average
missing transverse momentum ⟨̸p∥

T⟩ for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The ⟨̸p∥

T⟩ values are shown as a function
of dijet asymmetry AJ for 0%–30%
centrality, inside (!R < 0.8) one of the
leading or subleading jet cones (left-
hand side) and outside (!R > 0.8)
the leading and subleading jet cones
(right-hand side). For the solid circles,
vertical bars and brackets represent the
statistical and systematic uncertainties,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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The momentum difference in 
the di-jets is balanced by low pT 
particles at large angles relative 
to the away side jet axis

CMS, PRC 84, 024906 (2011)
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sees that indeed the momentum balance of the events, shown
as solid circles, is recovered within uncertainties, for both
centrality ranges and even for events with large observed dijet
asymmetry, in both data and simulation. This shows that the
dijet momentum imbalance is not related to undetected activity
in the event due to instrumental (e.g., gaps or inefficiencies in
the calorimeter) or physics (e.g., neutrino production) effects.

The figure also shows the contributions to ⟨̸p∥
T⟩ for five

transverse momentum ranges from 0.5–1 GeV/c to pT >
8 GeV/c. The vertical bars for each range denote statistical
uncertainties. For data and simulation, a large negative
contribution to ⟨̸p∥

T⟩ (i.e., in the direction of the leading jet)
by the pT > 8 GeV/c range is balanced by the combined
contributions from the 0.5–8 GeV/c regions. Looking at the
pT < 8 GeV/c region in detail, important differences between
data and simulation emerge. For PYTHIA + HYDJET both
centrality ranges show a large balancing contribution from the
intermediate pT region of 4–8 GeV/c, while the contribution
from the two regions spanning 0.5–2 GeV/c is very small. In
peripheral PbPb data, the contribution of 0.5–2 GeV/c tracks
relative to that from 4–8 GeV/c tracks is somewhat enhanced
compared to the simulation. In central PbPb events, the relative
contribution of low and intermediate-pT tracks is actually
the opposite of that seen in PYTHIA + HYDJET. In data, the
4–8 GeV/c region makes almost no contribution to the overall
momentum balance, while a large fraction of the negative
imbalance from high pT is recovered in low-momentum tracks.

The dominant systematic uncertainty for the pT balance
measurement comes from the pT-dependent uncertainty in
the track reconstruction efficiency and fake rate described in
Sec. III B. A 20% uncertainty was assigned to the final result,
stemming from the residual difference between the PYTHIA
generator level and the reconstructed PYTHIA + HYDJET tracks
at high pT. This is combined with an absolute 3 GeV/c
uncertainty that comes from the imperfect cancellation of the
background tracks. The background effect was cross checked
in data from a random cone study in 0%–30% central events
similar to the study described in Sec. III B. The overall
systematic uncertainty is shown as brackets in Figs. 14 and 15.

Further insight into the radial dependence of the momentum
balance can be gained by studying ⟨̸p∥

T⟩ separately for tracks
inside cones of size !R = 0.8 around the leading and
subleading jet axes, and for tracks outside of these cones.
The results of this study for central events are shown in Fig. 15
for the in-cone balance and out-of-cone balance for MC and
data. As the underlying PbPb event in both data and MC is
not φ symmetric on an event-by-event basis, the back-to-back
requirement was tightened to !φ12 > 5π/6 for this study.

One observes that for both data and MC an in-cone
imbalance of ⟨̸p∥

T⟩ ≈ − 20 GeV/c is found for the AJ > 0.33
selection. In both cases this is balanced by a corresponding
out-of-cone imbalance of ⟨̸p∥

T⟩ ≈ 20 GeV/c. However, in
the PbPb data the out-of-cone contribution is carried almost
entirely by tracks with 0.5 < pT < 4 GeV/c, whereas in MC
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FIG. 15. (Color online) Average
missing transverse momentum ⟨̸p∥

T⟩ for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The ⟨̸p∥

T⟩ values are shown as a function
of dijet asymmetry AJ for 0%–30%
centrality, inside (!R < 0.8) one of the
leading or subleading jet cones (left-
hand side) and outside (!R > 0.8)
the leading and subleading jet cones
(right-hand side). For the solid circles,
vertical bars and brackets represent the
statistical and systematic uncertainties,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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The momentum difference in 
the di-jets is balanced by low pT 
particles at large angles relative 
to the away side jet axis

CMS, PRC 84, 024906 (2011)

6

In order to clarify the situation, in Fig. 5 the depen-
dence of the energy deposition on the initial parton en-
ergy E0 is shown. This mainly affects how soon finite
energy correction become relevant. The dependence of
the total mean energy deposition on initial parton energy

can be well fit by ∆E ∼ E0

1GeV

0.37
. This suggests that at

good part of the normalization difference between Figs.2
and 4 is due to the difference in E0, which is confirmed
by an explicit calculation.

V. EVENT-BY-EVENT FLUCTUATIONS

A. Fluctuation sources

There are multiple sources for event-by-event fluctu-
ations around the mean energy deposition of a shower
given an in-medium path. They can broadly be grouped
into the following categories:

• fluctuations of the energy deposition of single par-
tons along their path

• fluctuations of Npart(z) in the shower evolution

• fluctuations in the background medium density,
translating into fluctuations of the transport coef-
ficients

The approximate scaling of medium effects with ∆Q2
tot

identified in [20] and explicit calculations in [43] suggest
that fluctuations in the medium density are a subleading
effect. On the other hand, the relative strength of the
Crescendo effect observed in Figs. 2,3 and 4 above the
baseline calculations that contains already fluctuations
in the energy deposition of single partons suggests that
particle numbers are large and the dominant effect are
fluctuations in Npart(z) which are captured by YaJEM.

B. Results

In Fig. 6, the mean energy deposition of a 120 GeV
gluon is shown along with the energy deposition in 10
individual events. The fluctuations are fairly strong, up
to a factor three different from the average, and thre rel-
ative strength of fluctuations persists during the whole
evolution. Upward spikes in the energy deposition can
clearly be seen and identified as the emission of a daugh-
ther parton to the point that it is resolved by the medium
where the length in x of the upward spike correlates with
the energy of the daughter parton and the (fluctuating) ê
governing its energy loss — as soon as a daughter parton
energy is depleted, the total energy deposition decreases
again.
The strong fluctuations seen in this result argue that

in order to have a realistic picture of energy deposition
into the medium, the average energy deposition is not
sufficient and EbyE fluctuations need to be taken into
account.
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ΔQ2 = 8.0 GeV2, ΔE ~ 7.6 GeV

120 GeV gluon jet
L = 5.8 fm, hydrodynamical medium, YaJEM-DE

FIG. 6: (Color online) Energy deposition of a parton shower
initiated by an 120 GeV gluon placed into the center of an
evolving medium, shown both as mean value and for 10 in-
dividual shower events. The relative strength of q̂ and ê is
determined by data.

VI. SCALE SEPARATION AND ENERGY
BALANCE

Let us now return to the effect of q̂ on the energy bal-
ance. In YaJEM, a shower gains the energy for transverse
broadening largely from the medium. The microscopical
interpretation of this is that medium partons are being
’swept away’ by the shower and hence become correlated
by the jet, thus if their energy is formally counted as part
of the jet, the in-medium jet energy keeps growing [20].
As mentioned before, this is not a reasonable physical

interpretation, because there is no physical distinction
between soft medium and soft jet gluons, and hence soft
gluons can not be counted as part of a perturbative jet
inside a medium. For a proper interpretation, we need
to introduce a separation scale between hard perturba-
tive and soft fluid-like physics below which partons are
counted as part of the medium. Note that there’s an im-
plicit assumption involved that the medium is strongly
interacting and manifestly not perturbative below the
separation scale — with just a separation scale selected,
even a vacuum shower would lead to a positive energy de-
position for the simple reason that some radiated gluons
would fall below the separation scale, however no such
reasoning is justified since the emission of soft gluons
appears to remain sufficiently perturbative in vacuum.
The assumption is hence that soft gluons would not only
fall below the separation scale but also be subject to the
physics conditions below the scale, i.e. they would be
isotropized just as the rest of the bulk medium.
A priori the choice of the separation scale is not

unique. We might think for instance of a fixed momen-
tum scale or a multiple of the system temperature T .

T. Renk, PRC 88, 044905 

LHC:  
Larger energy loss at early times
→ more diffusion in medium  
→ larger angles
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sees that indeed the momentum balance of the events, shown
as solid circles, is recovered within uncertainties, for both
centrality ranges and even for events with large observed dijet
asymmetry, in both data and simulation. This shows that the
dijet momentum imbalance is not related to undetected activity
in the event due to instrumental (e.g., gaps or inefficiencies in
the calorimeter) or physics (e.g., neutrino production) effects.

The figure also shows the contributions to ⟨̸p∥
T⟩ for five

transverse momentum ranges from 0.5–1 GeV/c to pT >
8 GeV/c. The vertical bars for each range denote statistical
uncertainties. For data and simulation, a large negative
contribution to ⟨̸p∥

T⟩ (i.e., in the direction of the leading jet)
by the pT > 8 GeV/c range is balanced by the combined
contributions from the 0.5–8 GeV/c regions. Looking at the
pT < 8 GeV/c region in detail, important differences between
data and simulation emerge. For PYTHIA + HYDJET both
centrality ranges show a large balancing contribution from the
intermediate pT region of 4–8 GeV/c, while the contribution
from the two regions spanning 0.5–2 GeV/c is very small. In
peripheral PbPb data, the contribution of 0.5–2 GeV/c tracks
relative to that from 4–8 GeV/c tracks is somewhat enhanced
compared to the simulation. In central PbPb events, the relative
contribution of low and intermediate-pT tracks is actually
the opposite of that seen in PYTHIA + HYDJET. In data, the
4–8 GeV/c region makes almost no contribution to the overall
momentum balance, while a large fraction of the negative
imbalance from high pT is recovered in low-momentum tracks.

The dominant systematic uncertainty for the pT balance
measurement comes from the pT-dependent uncertainty in
the track reconstruction efficiency and fake rate described in
Sec. III B. A 20% uncertainty was assigned to the final result,
stemming from the residual difference between the PYTHIA
generator level and the reconstructed PYTHIA + HYDJET tracks
at high pT. This is combined with an absolute 3 GeV/c
uncertainty that comes from the imperfect cancellation of the
background tracks. The background effect was cross checked
in data from a random cone study in 0%–30% central events
similar to the study described in Sec. III B. The overall
systematic uncertainty is shown as brackets in Figs. 14 and 15.

Further insight into the radial dependence of the momentum
balance can be gained by studying ⟨̸p∥

T⟩ separately for tracks
inside cones of size !R = 0.8 around the leading and
subleading jet axes, and for tracks outside of these cones.
The results of this study for central events are shown in Fig. 15
for the in-cone balance and out-of-cone balance for MC and
data. As the underlying PbPb event in both data and MC is
not φ symmetric on an event-by-event basis, the back-to-back
requirement was tightened to !φ12 > 5π/6 for this study.

One observes that for both data and MC an in-cone
imbalance of ⟨̸p∥

T⟩ ≈ − 20 GeV/c is found for the AJ > 0.33
selection. In both cases this is balanced by a corresponding
out-of-cone imbalance of ⟨̸p∥

T⟩ ≈ 20 GeV/c. However, in
the PbPb data the out-of-cone contribution is carried almost
entirely by tracks with 0.5 < pT < 4 GeV/c, whereas in MC
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FIG. 15. (Color online) Average
missing transverse momentum ⟨̸p∥

T⟩ for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The ⟨̸p∥

T⟩ values are shown as a function
of dijet asymmetry AJ for 0%–30%
centrality, inside (!R < 0.8) one of the
leading or subleading jet cones (left-
hand side) and outside (!R > 0.8)
the leading and subleading jet cones
(right-hand side). For the solid circles,
vertical bars and brackets represent the
statistical and systematic uncertainties,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.

024906-15

The momentum difference in 
the di-jets is balanced by low pT 
particles at large angles relative 
to the away side jet axis

CMS, PRC 84, 024906 (2011)
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In order to clarify the situation, in Fig. 5 the depen-
dence of the energy deposition on the initial parton en-
ergy E0 is shown. This mainly affects how soon finite
energy correction become relevant. The dependence of
the total mean energy deposition on initial parton energy

can be well fit by ∆E ∼ E0

1GeV

0.37
. This suggests that at

good part of the normalization difference between Figs.2
and 4 is due to the difference in E0, which is confirmed
by an explicit calculation.

V. EVENT-BY-EVENT FLUCTUATIONS

A. Fluctuation sources

There are multiple sources for event-by-event fluctu-
ations around the mean energy deposition of a shower
given an in-medium path. They can broadly be grouped
into the following categories:

• fluctuations of the energy deposition of single par-
tons along their path

• fluctuations of Npart(z) in the shower evolution

• fluctuations in the background medium density,
translating into fluctuations of the transport coef-
ficients

The approximate scaling of medium effects with ∆Q2
tot

identified in [20] and explicit calculations in [43] suggest
that fluctuations in the medium density are a subleading
effect. On the other hand, the relative strength of the
Crescendo effect observed in Figs. 2,3 and 4 above the
baseline calculations that contains already fluctuations
in the energy deposition of single partons suggests that
particle numbers are large and the dominant effect are
fluctuations in Npart(z) which are captured by YaJEM.

B. Results

In Fig. 6, the mean energy deposition of a 120 GeV
gluon is shown along with the energy deposition in 10
individual events. The fluctuations are fairly strong, up
to a factor three different from the average, and thre rel-
ative strength of fluctuations persists during the whole
evolution. Upward spikes in the energy deposition can
clearly be seen and identified as the emission of a daugh-
ther parton to the point that it is resolved by the medium
where the length in x of the upward spike correlates with
the energy of the daughter parton and the (fluctuating) ê
governing its energy loss — as soon as a daughter parton
energy is depleted, the total energy deposition decreases
again.
The strong fluctuations seen in this result argue that

in order to have a realistic picture of energy deposition
into the medium, the average energy deposition is not
sufficient and EbyE fluctuations need to be taken into
account.
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ΔQ2 = 8.0 GeV2, ΔE ~ 7.6 GeV

120 GeV gluon jet
L = 5.8 fm, hydrodynamical medium, YaJEM-DE

FIG. 6: (Color online) Energy deposition of a parton shower
initiated by an 120 GeV gluon placed into the center of an
evolving medium, shown both as mean value and for 10 in-
dividual shower events. The relative strength of q̂ and ê is
determined by data.

VI. SCALE SEPARATION AND ENERGY
BALANCE

Let us now return to the effect of q̂ on the energy bal-
ance. In YaJEM, a shower gains the energy for transverse
broadening largely from the medium. The microscopical
interpretation of this is that medium partons are being
’swept away’ by the shower and hence become correlated
by the jet, thus if their energy is formally counted as part
of the jet, the in-medium jet energy keeps growing [20].
As mentioned before, this is not a reasonable physical

interpretation, because there is no physical distinction
between soft medium and soft jet gluons, and hence soft
gluons can not be counted as part of a perturbative jet
inside a medium. For a proper interpretation, we need
to introduce a separation scale between hard perturba-
tive and soft fluid-like physics below which partons are
counted as part of the medium. Note that there’s an im-
plicit assumption involved that the medium is strongly
interacting and manifestly not perturbative below the
separation scale — with just a separation scale selected,
even a vacuum shower would lead to a positive energy de-
position for the simple reason that some radiated gluons
would fall below the separation scale, however no such
reasoning is justified since the emission of soft gluons
appears to remain sufficiently perturbative in vacuum.
The assumption is hence that soft gluons would not only
fall below the separation scale but also be subject to the
physics conditions below the scale, i.e. they would be
isotropized just as the rest of the bulk medium.
A priori the choice of the separation scale is not

unique. We might think for instance of a fixed momen-
tum scale or a multiple of the system temperature T .

T. Renk, PRC 88, 044905 

LHC:  
Larger energy loss at early times
→ more diffusion in medium  
→ larger angles

RHIC: 
Quenched energy closer to initial  
parton/jet direction. Can utilize biases  
for systematic exploration.
→ (easier) to study soft gluon radiation
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γ-hadron
γ - Energy calibration

Unbiased recoil jet 
highly modified

PRL 111, 032301 (2013)
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!32

IAA as function of “cone R”  

arXiv:1212.3323  

|Δφ-π| < π/6      |Δφ-π| < π/3      |Δφ-π| < π/2 

E correlated to jet axis but at 
large angles and soft 

γ-hadron
γ - Energy calibration

Unbiased recoil jet 
highly modified

high zT low zT

PRL 111, 032301 (2013)
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?

!32

IAA as function of “cone R”  

arXiv:1212.3323  

|Δφ-π| < π/6      |Δφ-π| < π/3      |Δφ-π| < π/2 

E correlated to jet axis but at 
large angles and soft 

γ-hadron
γ - Energy calibration

Unbiased recoil jet 
highly modified

In narrow cone  
(|Δφ-π| < π/6 (R~0.5)):  
high-zT hadrons “lost”, no 
corresponding “gain” at low zT

PHENIX

high zT low zT

PRL 111, 032301 (2013)
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High pT at RHIC – a calibrated probe? 

• Minimum bias particle production in p+p also well modeled.

!33

• Jet and di-jet cross-section in p+p is well described by NLO    
               pQCD calculations over 6 orders of magnitude

 Jet and high pT particle spectra well calculated by pQCD 
STAR : PLB 637 (2006) 161, PRD 95 (2017) 7, 071103
S. Albino et al, NPB 725 (2005) 181
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Early conditions: Temperature

!34

11

Teff versus psNN
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 = 2760 GeV,  0-20%NNsALICE 

 [0.9 GeV, 2.1 GeV]∈ 
T

Fit range p
 41 MeV/c± 12 ± = 297 effPb+Pb  T

Phys. Lett. B 754, 235 (2016)

 = 200 GeV,  0-94%NNsPHENIX 
 [1.0 GeV, 5.0 GeV]∈ 

T
Fit range p

 50 MeV/c± 49 ± = 288 effCu+Cu  T

 = 200 GeV,  0-92%NNsPHENIX 
 [0.6 GeV, 2.0 GeV]∈ 

T
Fit range p

 7 MeV/c± 28 ± = 242 effAu+Au  T
Phys. Rev. C 91, 064904 (2015)

 = 62.4 GeV,  0-86%NNsPHENIX 
 [0.5 GeV, 2.0 GeV]∈ 

T
Fit range p

 44 MeV/c± 24 ± = 211 effAu+Au  T

 = 39 GeV,  0-86%NNsPHENIX 
 [0.5 GeV, 2.0 GeV]∈ 

T
Fit range p

 68 MeV/c± 31 ± = 177 effAu+Au  T

 subtracted
prompt

γ2760 GeV Pb+Pb: 
 subtracted

prompt
γ200 GeV Au+Au: 

 subtracted
prompt

γ200 GeV Cu+Cu: 
 unsubtracted

prompt
γ62.4 GeV Au+Au: 

 unsubtracted
prompt

γ39 GeV Au+Au: 

 vs. collision energyeffT

PH ENIX
preliminary

Hint of increase of Teff with psNN , but also consistent with a constant fit

NEW

red

Deepali Sharma | Quark Matter 2017, Chicago

Initial temperature well above Tc even at √sNN = 39 GeV

√sNN

Tc

T from direct photon pT spectra

PHENIX:QM17
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Initial Conditions: Energy density 

Radius of 
medium

Time it takes to 
thermalize system 

In central events: 

  dNch/dη ~ 1600 

    〈 pT〉~ 650 MeV 

           R ~ 7 fm 

           τ0 ~ 1fm
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!35

Initial Conditions: Energy density 

εBJ ≈ 10 GeV/fm3  
      ~75 times normal  
           nuclear density  
      ~ 15 times > εcritical   
               (lattice QCD)Radius of 

medium
Time it takes to 
thermalize system 

In central events: 

  dNch/dη ~ 1600 

    〈 pT〉~ 650 MeV 

           R ~ 7 fm 

           τ0 ~ 1fm
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6.6⇥ 1038

10⇥ 109
= 6.6⇥ 1028fm3

10 GeV/fm3. Is that a lot?
In a year, the U.S. uses ~100 quadrillion BTUs of energy  
(1 BTU = 1 burnt match):

At 10 GeV/fm3, this would fit in a volume of:

!36
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6.6⇥ 1038

10⇥ 109
= 6.6⇥ 1028fm3

10 GeV/fm3. Is that a lot?
In a year, the U.S. uses ~100 quadrillion BTUs of energy  
(1 BTU = 1 burnt match):

At 10 GeV/fm3, this would fit in a volume of:

3
p

6.6⇥ 1028fm3 = 4⇥ 109fm = 4µm

Or, in other words, in a box of the following dimensions:

!36
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A human hair 
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